
PHYSICAL REVIEW B 92, 174519 (2015)

Phase dynamics in graphene-based Josephson junctions in the presence of
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We study by numerical methods the phase dynamics in ballistic graphene-based short Josephson junctions. A
superconductor-graphene-superconductor system exhibits superconductive quantum metastable states similar to
those present in normal current-biased Josephson junctions. We investigate the effects of thermal and correlated
fluctuations on the escape time from these metastable states, when the system is driven by an oscillating bias
current in the presence of Gaussian white and colored noise sources. Varying the intensity and the correlation
time of the noise source, it is possible to analyze the behavior of the escape time, or switching time, from a
superconductive metastable state in different temperature regimes. Moreover, we are able to clearly distinguish
dynamical regimes characterized by the dynamic resonant activation effect, in the absence of noise source, and
the stochastic resonant activation phenomenon induced by the noise. For low initial values of the bias current, the
dynamic resonant activation shows double-minimum structures, strongly dependent on the value of the damping
parameter. Noise-enhanced stability is also observed in the system investigated. We analyze the probability
density function (PDF) of the switching times. The PDFs for frequencies within the dynamic resonant activation
minima are characterized by single peaks with exponential tails. The PDFs for noise intensities around the
maxima of the switching time, peculiarity of the noise-enhanced stability phenomenon, are composed of regular
sequences of two peaks for each period of the driving current, with exponentially decaying envelopes.
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I. INTRODUCTION

The possibility of obtaining graphene [1] by extraction
of single layers from graphite paved the way for a new
generation of superconductive graphene-based devices. The
charge carriers in graphene are massless quasiparticles, the
Dirac fermions, with pseudospin half and linear energy
dispersion. The band structure shows contact points, called
Dirac points, between the conduction and valence bands [2].
These peculiar electronic properties give rise to interesting
phenomena, such as specular Andreev reflection [2,3], un-
usual propagating modes along graphene channels [4], and
oscillatory dependence of the Josephson current on the barrier
thickness and applied bias voltage [5]. The refractoriness of
graphene to the surface oxidation in a natural environment
favors the realization of highly transparent contacts with the
superconductive electrodes. Furthermore, superconductivity in
graphene, pure or doped, was predicted and explored [6,7] and
new devices, as dc SQUIDs [8,9], proximity Josephson sensors
[10], or bolometers based on superconductive tunnel junction
contacts [11], were fabricated using graphene.

Superconducting states in graphene have been experi-
mentally realized by the proximity effect through contact
with superconducting electrodes [12–14], indicating coherent
propagation of Cooper pairs in graphene. This experimental
evidence raises the question of whether it would be possible
to modify graphene to become an intrinsic superconductor. In
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fact, there have been several theoretical attempts to understand
intrinsic superconductivity in graphene [6,15–19]. Uchoa et al.
[6], within the mean-field approach, suggested two singlet
pairing states, s wave and an exotic p + ip due to the special
structure of the honeycomb lattice. Honerkmap et al. [16],
considering a nearest-neighbor spin-spin interaction, found
that doping away from half filling can lead to a d + id

superconducting state. The d + id superconducting state is
also supported by mean-field study [17] and Monte Carlo
approaches [18,19].

On the other side, proximity-induced superconductivity is
per se an intriguing feature which has received considerable
attention after Beenakker’s result (for a review see Ref. [20]).
Several experimental works observed proximity-induced su-
percurrent between two superconducting electrodes on top of
a graphene monolayer [12–14,21,22], so that the theoretical
interest in superconductor-graphene-superconductor (SGS)
structures significantly increased.

In particular, in the limit of zero temperature, the behavior
of critical current and current-phase relationship (C�R) in the
limit of the short ballistic SGS system (where the junction
length L is smaller than both the junction width W and the
superconducting coherence length ξ ) was studied by Titov and
Beenakker [23]. Taking a cue from these results, Lambert et al.
[24] derived a washboard potential for a suspended graphene
junction. The phase, the temperature, and the junction length
dependence of the supercurrent for the ballistic SGS junction
was finally calculated by Hagimásy et al. [25].

Approaches in Refs. [23,25] use the Dirac–Bogoliubov–
de Gennes (DBdG) formalism, assuming isotropic s-wave
pairing in the superconductors. The equation however could be
modified and adapted to the case of anisotropic wave pairing,
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TABLE I. Experimental values of different JJ parameters, calculated or directly acquired by various published papers [12,13,36–39].

English [39]
Samples

Mizuno [36] Coskun [38] Du [13] Heerschee [12] A/B/C/D Miao [37]

Ic (nA) 100 104 800 10 71/107 110
39/160

βC 76 16
C (pF) 1 [12,50]
RN (�) 500 10
T (K) 3 0.4 0.2 0.3 0.01 0.3
Tco (K) 0.02 [26,54]×10−3 [0.12,1.2]
γ c 1.3 1.7 × 10−3 0.01 1.3 6/4/11/3 0.11

×10−3

ωp0 (GHz) 17 [25,50] [102,103]

relevant for theoretical proposals of the intrinsic supercon-
ductivity in graphene [6,15–19]. As a result, modifications of
the C�R are expected, which should influence the switching
dynamics from the superconducting metastable state to the
resistive one.

Titov [23] and Hagimásy [25] solved the DBdG equation
in an impurity-free SGS junction. The experimental results
of Heersche [12] for a graphene-based Josephson junction
(JJ) are qualitatively similar to the theoretical prediction of
Ref. [23], but with remarkable quantitative differences. In fact,
the experimental value of the IcRN product at the Dirac point
significantly deviates from the theoretical prediction, and the
increase of IcRN at higher carrier densities is much larger
than predicted. However this discrepancy is not due to the
intrinsic electron-phonon (e-ph) mechanism, but, according
to Beenakker [20], can be likely related to disorder in the
experimental sample, which is not included in the calculation
[13].

It is quite established that electron-phonon coupling, which
is important analyzing the diffusion in heterostructures [26],
becomes exceedingly small near the Dirac point in graphene
[27–33]. It is therefore arguable that the diversion of the above
theoretical results from experimental findings cannot have
any sizable contribution from the lattice degree of freedom,
i.e., from phonon excitations, at least compared to other
contributions. Moreover, the restrictions in energy transfer
caused by momentum conservation are responsible for the
weak electron–acoustic phonon coupling in graphene [33]. In
fact, the maximum change of momentum at the Fermi level is
twice the Fermi momentum 2kF , which corresponds to phonon
energy �ω2kF

. This energy defines a characteristic temperature,
the Bloch-Grüneisen temperature, by ω2kF

= kTBG, above
which only a fraction of phonons is available for scattering with
electrons in the thermal window. Manifestations of this effect
have been observed in resistance versus temperature mea-
surements [34], especially on electrolytically gated graphene
[35]. The scattering probability, which is proportional to the
number of thermally excited phonons, is therefore negligible
at T � TBG (see Eq. (11.110) of Ref. [33]). Up to room
temperature, this excludes also all optical phonons in graphene
from our consideration (for a detailed description of the
scattering processes in suspended graphene see Chap. 11.4
of Ref. [33]). In particular, the values of TBG shown in

Fig. 3(b) of Ref. [35], as a function of the carrier density,
are always greater than ∼100 K. These temperatures are
definitively above the temperatures at which graphene-based
JJs commonly work (see Table I and Refs. [12,13,36–39]
therein). As a consequence, the e-ph scattering is neglected.

The ballistic nature of graphene-based Josephson junctions
was demonstrated in both suspended [36] and vertical [40]
junction geometries.

A Josephson junction is a mesoscopic system in which
macroscopic quantities, such as as current and voltage, are
directly dependent on the transient dynamics of a microscopic
order parameter [41,42]. Moreover, JJs are typical out-of-
equilibrium systems characterized by tilted or switching
periodic potentials [43,44]. The output of this device is
strongly affected by environmental perturbations, that is,
stochastic fluctuations of temperature, current, or magnetic
field. Different aspects of graphene-based junctions in a noisy
environment were already examined by several authors. Miao
et al. [37] took into account the noise-induced premature
switching in underdamped SGS JJs at finite temperature.
Specifically, in Ref. [37] the reduction of the critical current
Ic and variations in the product IcRN were experimentally
observed and theoretically explained considering the thermal
fluctuations nonnegligible (RN is the normal resistance of the
junction).

Other authors [13,45] suggested a supercurrent reduction by
premature switching induced by thermal and electromagnetic
noise. Coskun et al. [38] studied the thermally activated
dynamics of phase slip in SGS JJs through the measurement of
the switching current distribution. They found an anomalous
temperature dependence of the switching current dispersion
due to nontrivial structure [23,25] of the Josephson current. A
simple stochastic model to analyze the electrodynamics of an
underdamped graphene JJ was proposed by Mizuno et al. [36].
They stressed the importance of realizing high-quality sus-
pended SGS structures, to prevent disorders due to the conven-
tionally used substrates, whereby a flow of supercurrent at high
critical temperature Tc can be obtained. The SGS junction is a
good candidate for the fabrication of gate-tunable phase qubits
[46,47]. In Ref. [46] the study of the stochastic switching-
current distribution P (Ic) in an SGS junction for low tempera-
tures allowed highlighting the macroscopic quantum tunneling
and energy level quantization, similarly to conventional
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JJs. Moreover, Lee et al. [46] studied the switching-current
distribution in both quantum and thermal regimes, building
up a computational analysis based on the pure resistively and
capacitively shunted junction (RCSJ) model for a conventional
JJ [48,49]. Considering a range of temperatures in which the
dynamics is exclusively ruled by thermal fluctuations, Lee
et al. [46] observed disagreement between the experimental
and fitted temperatures. The deviation in the temperature most
likely occurs because the nonsinusoidal C�R [23], exhibited
in the SGS junction, was not used.

The work presented in this paper fits well into this scenario,
since it aims to study how thermal fluctuations affect the
dynamical behavior of an SGS junction. In particular, we study
the influence of Gaussian (white or colored) noise sources on
the switching dynamics from the superconductive metastable
state to the resistive one in a suspended graphene-based short
JJ, considering the proper C�R [23]. Specifically, we focus
on the mean switching time (MST) from the superconductive
to the resistive regime. We recall that the effects of thermal
fluctuations on the dynamics of conventional short [50–54]
and long [55–59] JJs have been thoroughly investigated, both
theoretically predicting [50–54,56,58–60] and experimentally
observing [61–63] noise-induced effects in the superconduc-
tive lifetime of a JJ.

The rate of switching from the JJ metastable supercon-
ducting state encodes information about the noise present
in an input signal [64–68]. The use of JJs as detectors,
based on the statistics of the escape times, has been recently
proposed [64–70]. Specifically, the statistical analysis of the
switching events from the metastable superconducting state
to the resistive running state of the JJ has been proposed to
detect weak periodic signals embedded in a noisy environment
[69–73].

In this paper we analyze the transient dynamics of an
underdamped SGS junction, considering the simultaneous
action of an external driving force oscillating with frequency
ω, and a stochastic signal which represents a random force
of intensity γ . We focus our analysis on the mean lifetime
of the superconductive state. The study is performed fixing
the initial values of the applied bias current i0 and the
correlation time τc of the colored noise source, and varying
the frequency ω and the noise intensity γ . Whenever possible,
results are compared with those obtained for conventional
JJs, that is, a junction formed by a superconductor–“normal”
nonsuperconductor–superconductor (SNS) structure.

The results of this work can be applied to the problem of a
particle diffusing in a periodic “washboard” (e.g., sinusoidal)
potential [74,75], a generic model with relevance in several
areas different from the biased Josephson junction context,
such as particle transport on topologically or energetically
structured surfaces [76–78], magnetic domain-wall motion
[79,80], motor proteins [81,82], particles in optical lattices and
optical line traps [83–85], and more generally in biophysical
processes [81,86–88].

The paper is organized as follows. The next section is an
overview of the physical model. In Sec. III the theoretical
results are shown and analyzed. Section IV contains a
probability density function (PDF) analysis of the escape times,
by focusing on the appearance of noise-induced nonmonotonic
effects in the MST behavior. In Sec. V conclusions are drawn.

II. THE MODEL

The electrodynamics of a JJ can be analyzed looking at
the time evolution of the order parameter ϕ, that is, the phase
difference between the wave functions of the two coupled
superconductors forming the device. According to the RCSJ
model and including the environmental influence, the equation
of motion for ϕ is

ϕtt (t) + βJ ϕt (t) = ib(t) − iϕ(t) + if (t), (1)

where ib(t) and iϕ(t) are the bias and supercurrent, respectively,
both normalized to the critical current of the junction Ic. The
term if (t), also normalized to Ic, represents the stochastic noise
contribution. Hereafter, lowercase (uppercase) letters are used
to indicate normalized (nonnormalized) current terms with
respect to the critical value Ic. The subscripts of ϕ denote
partial derivatives in time. The use of normalized variables
allows us to extend, in a direct and simple way, the theoretical
results to different experimental settings. Equation (1) is in
accordance with the Johnson approach [48], since it includes
a damping parameter βJ = (ωp0RNC)−1, multiplied by ϕt (t),
and assumes the time variable normalized to the inverse of the
zero-bias plasma frequency ωp0 = √

2πIc/(�0C). Here, C is
the capacitance of the junction and �0 = h/2e is the magnetic
flux quantum (e is the electron charge and h is Planck’s
constant). Introducing the parameter βC = βJ

−2, Eq. (1) can
be alternatively arranged in the Stewart-McCumber framework
[48], according to which a term βCϕtt (t) is included in the
equation, and the time variable is normalized to the inverse of
the JJ characteristic frequency ωc = ω2

p0
RNC. The dynamics

of a JJ can be described as the motion of a “phase particle”
with mass m = C(�0/2π )2 rolling down along the profile of a
potential, called the washboard potential, composed of a tilted
sequence of wells.

For a conventional current biased junction SNS, the
normalized supercurrent and washboard potential have the
well-known expressions

iϕ(t) = sin[ϕ(t)], (2)

U (ϕ,t) = −EJ {cos[ϕ(t)] + ib(t) ϕ(t)}, (3)

where EJ = �0Ic/2π is the Josephson coupling energy, that
is, the energy initially stored in the junction. The bias current
represents the slope of this potential. Equation (2) is the dc
Josephson relation [41,42]. In the limit of small-amplitude
oscillations, the JJ plasma frequency corresponds to the
oscillation frequency in the bottom of a potential well [49],
modified by the presence of a bias current according to

ωP (t) =
√

1

m

d2U

dϕ2

∣∣∣∣
ϕmin

= ωp0
4
√

1 − i2
b (t), (4)

where ϕmin = arcsin [ib(t)] is the value of the order parameter
at a minimum of U (ϕ,t). Titov and Beenakker [23] calculated
the C�R and critical current for a ballistic graphene-based
junction at the Dirac point. They addressed the problem in
the framework of the DBdG equation [3,89]. Considering the
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FIG. 1. (Color online) Schematic view of a suspended SGS de-
vice. The electrons forming a Cooper pair, when they enter graphene,
move into different K valleys, represented as orange cones. In the
short-junction regime, L � W .

Josephson current at zero temperature [90]

I (ϕ) = −4e

�

d

dϕ

∫ ∞

0
dε

∞∑
n=0

ρn(ε,ϕ)ε, (5)

supposing an “ideal” normal metal–superconductor interface,
and taking hard wall boundary conditions [38,91], they
obtained the following expressions:

iϕ(t) = I (ϕ)

Ic

= 2

1.33
cos

(
ϕ

2

)
tanh−1

[
sin

(
ϕ

2

)]
, (6)

Ic = 1.33
e0

�

W

πL
, (7)

where W and L are the linear dimensions of the device
(see Fig. 1), that is, the length of the superconductive plates
and their separation, respectively. Furthermore 0 is the
superconductive excitation gap and � = h/2π . Equations (6)
and (7) refer to junctions with short and wide normal region,
that is L � W , and to the short-junction regime, in which
L is smaller than the superconducting coherence length ξ ,
describing the spatial spread of Cooper-paired electrons. We
recall that the simple C�R given in Eq. (6) is obtained in
the limit of zero temperature. Hagimásy et al. [25] calculated
a more general formula of I (ϕ,T ) for finite temperature
T and arbitrary junction length L. However, an analytic
expression for the Josephson current cannot be obtained except
for T = 0. Indeed, for vanishing temperature the expression
by Hagimásy et al. correctly converges to that obtained by
Titov and Beenakker. Instead, for T → Tc the nonsinusoidal
supercurrent derived by Hagimásy et al. converges to a
sinusoidal behavior, in both long and short junction regimes. In
the short-junction limit, cf. Fig. 1(a) and Fig. 3(a) in Ref. [25],
as long as T � Tc/4, the critical current and I (ϕ,T ) hardly
change, so that Titov and Beenakker’s formula remains valid
[92]. This temperature threshold can be also deduced from
the gap equation of the BCS theory; cf. Eq. (8) of Ref. [25].
Also for a short ballistic vertical SGS junction, Lee et al.
[40] calculated the C�R as a function of the temperature
and transparency of the junction. This relation matches the
C�R found by Hagimásy et al. considering proper boundary
conditions (cf. Eq. (1) of Ref. [40] and Eq. (7) of Ref. [25]).

The phase dynamics in graphene-based JJs, presented in this
paper, is therefore strictly valid in a wide range of temperature
values, and represents a good approximation for tempera-
tures far from the critical value. For completeness, in the
long-junction limit (L � W ), the Josephson current reduces

to

I (ϕ,T ) = e

�
tanh

(


2T

)
e−πL/W sin ϕ = Ic(T ) sin ϕ, (8)

showing the same ϕ dependence of conventional JJs (see
Supplemental Material of Ref. [38]).

Lambert et al. [24], for an SGS junction, obtained from the
expression of the current [Eq. (6)] the following washboard-
like potential,

Ũ (ϕ,t) = −EJ0

{
− 2

1.33

{
2 sin

(
ϕ

2

)
tanh−1

[
sin

(
ϕ

2

)]

+ ln

[
1 − sin2

(
ϕ

2

)]}
+ ib(t)ϕ

}
, (9)

and the expression of the plasma frequency

ω̃p =
√

1

m

d2Ũ

dϕ2

∣∣∣∣
ϕmin

=

= ωp0√
1.33

√
1 − sin

(
ϕmin

2

)
tanh−1

[
sin

(
ϕmin

2

)]
, (10)

where ϕmin is the value of the order parameter at the minimum
of Ũ (ϕ,t), close to ϕ = 0.

The analytic knowledge of the potential allows us to well
impose the initial condition and the thresholds for the escape
time calculations. As well as the conventional U (ϕ,t) [see
Eq. (3)], the potential Ũ (ϕ,t) consists of a tilted sequence
of wells. In the superconductive state the particle lies in
a well, while in the resistive state it rolls down along the
potential. When this happens, a nonzero mean voltage V

across the junction appears, according to the ac Josephson
relation, ϕt = 2πV/�0 [41,42]. Furthermore, depending on
the damping parameter value, the phase diffusion regime
[93,94], characterized by an escape process with a retrapping
event in the first subsequent minimum, could be established.
When ib(t) � 1, that is, when the applied bias current exceeds
the critical value, both potentials [Eqs. (3) and (9)] lose their
“maxima and minima” structures and the particle tends to
freely slip.

We analyze the response of the system to the simultaneous
action of both dc and ac current sources. The bias current,
composed of a constant term, i0, representing its initial value,
and an oscillating part whose frequency ω is normalized to
ωp0 , is therefore given by

ib(t) = i0 + A sin(ωt), (11)

with maximum and minimum values (i+b and i−b , respectively)
given by

i±b = i0 ± A. (12)

By choosing properly the values of i0 and A, within a period
it is possible to achieve values of ib(t) greater than 1. A direct
comparison between the potentials for normal and graphene-
based JJs is given in Fig. 2 for i0 = 0.0 [panel (a)], 0.5 [panel
(b)], and 0.9 [panel (c)]. Here it is worth noting that differences,
though small, between the graphene and normal JJ curves are
detectable. Figure 2 shows also the initial condition for the
virtual phase particle, i.e., the phase difference between the
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FIG. 2. (Color online) Washboard potential for SNS [see Eq. (3)] and SGS [see Eq. (9)] JJs (dashed and solid lines, respectively), for
different values of the constant term of the bias current: i0 = 0.0 (a), 0.5 (b), 0.9 (c). Also shown is the initial position (bottom of the potential
well) of the “phase particle.” Blue dotted-dashed and pink dotted lines indicate the left and right absorbing barriers, respectively.

wave functions of the two superconductors, which is located in
the potential minimum. The system leaves the superconductive
regime when the particle reaches one of the nearest maxima.
Two absorbing barriers are therefore placed in these maxima,
as highlighted in Fig. 2 (see dotted and dotted-dashed lines).
Recording for each realization the escape times t esc, that is, the
time required to pass a barrier, for a large enough number N

of realizations, the mean first passage time or mean switching
time (MST) is defined as

τ = 1

N

N∑
i=1

t esci . (13)

The oscillating force acting on the system, ib(t), and stochastic
fluctuations, if (t), due to the environmental influence, drive the
switching dynamics. Two different mechanisms can therefore
cause overcoming of the potential barrier: the macroscopic
quantum tunneling or the thermally activated passage. These
processes are mainly triggered in two ranges of temperature so
that, for vanishing values of the bias and damping, a threshold
value exists, Tco = �ωp0/2πk, where k is the Boltzmann
constant, called crossover temperature. In a damped system,
when a polarization current is applied, this value is slightly
reduced, becoming [95]

T �
co = �ωR/2πk, (14)

where

ωR = ωP {
√

1 + α2 − α}, (15)

and

α = (2ωP RNC)−1 ∝ βJ . (16)

For T < T �
co the system undergoes a quantum tunneling

regime. On the other hand, for T > T �
co, the system works

in the thermal activation regime.
Here quantum effects are not taken into account. In this con-

dition, when thermal fluctuations are neglected, the phase can
remarkably change merely as the applied current approaches
the critical value Ic (the system moves into a resistive regime).
Conversely, considering noise effects, transitions between the
potential wells can occur also applying a current much smaller
than Ic. As already pointed out, the phase dynamics is affected

by dissipative phenomena, responsible for dynamical peculiar
behaviors of the system. In fact, the system can work both
in overdamped (high viscosity βJ � 1) or underdamped (low
viscosity βJ � 1) conditions. Table I shows a collection of
a few experimental values for different graphene-based JJs,
calculated or, whenever possible, directly acquired by several
published works [12,13,36–39]. Blank cells indicate values not
available. The values of the parameters βC = βJ

−2 suggest that
these systems often [36,38] work in underdamped conditions.
Moreover, the comparison between the working temperature T

and the crossover value T �
co underlines the thermally activated

switching behavior of these junctions [36–38].
The noise source. A comprehensive analysis of a real device

must take account of environmental fluctuations. These, in fact,
always affect the system by changing its dynamic regime.
These environmental fluctuations produce, for example, un-
predictable changes of current and temperature. Thus the
deterministic RCSJ model must be modified by considering
the presence of a stochastic current if [see Eq. (1)], which
can be modeled by a Gaussian “white” noise source, as a first
approximation. The stochastic nonnormalized current If (t̃) is
therefore characterized by the well-known statistical properties
of a Gaussian random process

〈If (t̃)〉 = 0, 〈If (t̃)If (t̃ + θ̃)〉 = 2
kT

RN

δ(θ̃), (17)

where t̃ and θ̃ are nonnormalized times, δ is the Dirac delta
function, and T is the temperature. Using normalized units for
current and time, the correlation function becomes

〈if (t)if (t + θ )〉 = 2γ (T )δ(θ ), (18)

where the dimensionless amplitude γ (T ) is proportional to the
temperature T . We note that the expression of γ (T ) depends
on the approach used to analyze Eq. (1); specifically

McCumber: γ c(T ) = kT

RN

ωc

I 2
c

= 2e

�

kT

Ic

= kT

EJ

, (19a)

Johnson: γ p(T ) = ωp0

ωc

γ c(T ). (19b)

It is worth noting that the noise intensity can be also expressed
as the ratio between the thermal and Josephson coupling
energy [see Eq. (19a)]. Some γ c values, calculated for several
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experimental settings, are shown in Table I. More generally,
the noise current if (t) is the sum of thermal ifth

(t) and colored
ifco

(t) Gaussian noise sources, that is, if (t) = ifth
(t) + ifco

(t).
To analyze in more detail the effect of the noise correlation
time on the MST, we will consider fixed white thermal noise
current with very low intensity by varying the parameters of
the colored noise current to calculate the MST from Eq. (1).
Specifically, the colored noise current ifco

(t) is described by
the well-known Ornstein-Uhlenbeck (OU) process [96]

difco
(t) = − 1

τc

ifco
(t)dt +

√
γ

τc

dW (t), (20)

where γ and τc are the intensity and correlation time
of the noise source, respectively, and W (t) is the Wiener
process, characterized by the well-known statistical properties
〈dW (t)〉 = 0 and 〈dW (t)dW (t ′)〉 = δ(t − t ′)dt .

The correlation function of the OU process is

〈ifco
(t)ifco

(t ′)〉 = γ

2τc

e− |t−t ′ |
τc , (21)

and gives γ δ(t − t ′) in the limit τc → 0.
Computational details. The stochastic dynamics of the

system is analyzed by integration of Eqs. (1) and (20)
with a finite-difference method. Specifically, both stochastic
differential equations are integrated within the Ito scheme.
The time step is fixed at t = 10−3 and the maximum
time, for which equations are integrated, is tmax = 100. For
our system, this tmax is a time large enough to catch every
nonmonotonic behavior. A collection of first passage times
is obtained iterating the procedure for a sufficiently large
number of realizations N = 104. The initial condition to solve
Eq. (1) is set at the bottom of a valley of the potential given in
Eq. (9), close to ϕ = 0. During the oscillation of the potential
the two absorbing barriers change their position, following
the displacements of the neighboring maxima. The analysis
is performed in the underdamped regime, setting βJ = 0.1
(corresponding to βC = 100). Four different values of i0, in
the range 0 � i0 < 1, are used. The time periodical component
of ib(t) oscillates with values of the frequency ω ranging
within the interval [0.01,10]. In our analysis the intensity γ

of the white noise source if (t) [Eq. (18)] varies in the range
[10−4,102]. For the analysis of MST in the presence of thermal
white and colored noise sources, the intensity of the thermal
noise current ifth

(t) is fixed at a value of 10−4, and the intensity
γ of the colored noise source ifco

(t) [Eq. (20)] varies in the
range [10−4,102], with the correlation time τc set at different
values. As a consequence, this analysis is valid for JJs working
at low temperatures.

III. THE ANALYSIS

The analysis is performed studying the behavior of the MST,
τ , as a function of the noise intensity γ and frequency ω of the
oscillating term in the bias current.

In Eq. (11) i0 = {0.0,0.1,0.5,0.9}, corresponding to vanish-
ing, small, intermediate, and high values, respectively, of the
average slope of the washboard potential. The instantaneous
slope of the potential, that is, the value of ib(t), is directly
related to the height of the potential barriers, so that, increasing
the value of ib(t), the right barrier’s height decreases, becoming

zero when ib(t) � 1. The normalized amplitude of the oscil-
lating term of the bias current is set at A = 0.7 in all numerical
realizations.

The values of τ are presented in three-dimensional plots to
highlight the simultaneous presence of different nonmonotonic
effects. The values of γ are proportional, through Eqs. (19),
to the temperature of the system, so that varying the noise
intensity in the interval γ = [10−4,102] corresponds to con-
sidering a wide range of temperatures. The noise amplitude
values, calculated in different contexts and presented in
Table I, fall within this range. The values of the frequency
ω are chosen to investigate different regimes of alternate
current: (i) quasidirect current (ω � 1); (ii) high-frequency
alternate current (ω � 1); (iii) alternate current oscillating at
frequencies close to the characteristic plasma frequency of
the junction (ω ∼ 1). Because of the normalization factor of
ω, the different values of ωp0 in Table I give a quantitative
estimation of the corresponding nonnormalized values of the
driving frequency. The correlation time of the colored noise
source takes the values τc = 0.0 (i.e., white noise), 1.0,5,10.

It is worthwhile to note that for frequencies higher than
the plasma frequency [see Eq. (10)], at low noise intensities,
a trapping phenomenon occurs [59]. A threshold frequency
ωthr exists such that for ω > ωthr the phase particle is
trapped within a region between two successive minima of
the potential profile. Accordingly, the phase particle cannot
move from the potential well to the next valley during one
period of the driving current [see Eq. (11)]. As a consequence,
the MST diverges in the limit γ → 0. The value of the
threshold frequency increases with increasing bias current
and/or maximal current across the junction [52,59,97,98]. We
have estimated the threshold values for three initial values
of the bias current i0 = 0.1,0.5,0.9. Specifically, we have
ω0.1

thr � 1.04, ω0.5
thr � 1.2, and ω0.9

thr � 2.4.
The results, shown in Fig. 3, were obtained using a white

noise source, that is, setting τc = 0.0, and for different values
of the initial bias current (slope of the potential), i.e., i0 = 0.0
[panel (a)], 0.1 [panel (b)], 0.5 [panel (c)], 0.9 [panel (d)].
In all panels of Fig. 3, the values of the other parameters are
A = 0.7 and βJ = 0.1. First we note that a general lowering of
τ values occurs with increasing i0. This behavior is related to
the modifications in the height of the barriers by changing the
mean slope of the potential (see Fig. 2). The presence of two
absorbing barriers allows us to consider both escape events of
the phase particle to the left and right with respect to the initial
state (minimum of the potential profile). Considering a highly
tilted potential profile [panel (c) of Fig. 2], the particle rolls
down preferably overcoming the potential barrier on the right.
Conversely, with a small value of the initial bias current [panel
(a) of Fig. 2], escape events may occur through the left potential
barrier, and this gives rise to interesting phenomena. In
particular, for i0 = 0.0, the heights of the left and right barriers
take on the same values within the first and second half of the
oscillation period of the potential. Therefore, the particle can
escape through the left or right barrier with equal probability.

In all panels of Fig. 3 a nonmonotonic behavior is evident,
characterized by a minimum, which indicates the presence
of the resonant activation (RA) phenomenon [98–109]. This
effect is robust enough to be detected in a large range of
γ values, even if it tends to be suppressed as the intensity
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FIG. 3. (Color online) MST as a function of both ω and γ , for τc = 0.0 and different initial values of the bias current: (a) i0 = 0.0 (no
slope), (b) i0 = 0.1 (small slope), (c) i0 = 0.5 (intermediate slope), (d) i0 = 0.9 (high slope). In all panels the values of the other parameters
are A = 0.7, βJ = 0.1. The legend in panel (b) refers to all pictures.

of thermal fluctuations increases. In other words, increasing
γ , the minimum in the curves of MST vs ω becomes less
pronounced. In particular, two different kinds of RA can be
distinguished: (i) the dynamic resonant activation (DRA),
which occurs as the external driving frequency is close to
the natural characteristic frequency of the system, that is,
the plasma frequency of the JJ [110–112]; (ii) the stochastic
resonant activation (SRA), which occurs for driving frequency
close to the inverse of the average escape time at the minimum,
i.e., the mean escape time over the potential barrier in the
lowest configuration [63,70,107].

The DRA is evident in the absence of a noise source
(γ = 0) and in the quasideterministic regime (γ � 1), when
the dynamics depends mainly on the profile of the washboard
potential. Increasing the noise intensity, the SRA tends to
become predominant and hides every DRA effect. Figure 4(a)
shows the behavior of the MST vs ω, with the noise intensity
fixed at such a small value that the DRA effect can be clearly
observed and studied as a function of the initial bias current
i0. For such a low noise intensity we can say that the SRA is
hidden.

In more detail, in Fig. 4(a) are shown the results obtained
for graphene-based SGS (solid lines) and normal SNS (dotted
lines) JJs for γ = 10−4. The values of τ , in correspondence to
the DRA minima, are almost independent of the type of the
junction, SNS or SGS. Moreover, the values of DRA minima,
for an SNS JJ, are shifted towards higher frequencies with
respect to those obtained for an SGS JJ. Furthermore, for
small bias current i0, the DRA minima for an SNS JJ are
slightly narrower than those calculated for an SGS JJ.

The DRA effect occurs when the frequency ω of the oscillat-
ing washboard potential matches a characteristic frequency of
the system. It is worth noting that, due to the time dependence
of the bias current ib(t), a JJ is characterized by a continuous
spectrum of values of ωP according to Eqs. (4) and (10). In
Fig. 4(a), for i0 = 0.0 and an SGS junction, a single-minimum
of DRA at ω0.0

dRA � 0.81 is evident. The phase particle feels
an effective plasma frequency which can be approximated by
the time average of the plasma frequency ω̃p in a period of the
driving current. This averaged plasma frequency is ω̃p � 0.81.

Slightly increasing the initial bias current, the DRA effect
becomes more “structured”. Indeed, for i0 = 0.1 the same
effect occurs with the presence of two minima located at
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(a) (b)

(c)

FIG. 4. (Color online) (a) MST as a function of the driving frequency ω, for γ = 10−4, and different initial values of the bias current,
namely i0 = {0.0,0.1,0.5,0.9}. Solid and dotted lines represent results for SGS and SNS junctions, respectively. The dynamical resonant
activation phenomenon is clearly evident. (b) Ensemble average trajectories of the phase particle for two values of the driving frequency, that
is, ω0.1

dRA � 0.75 and 0.95, corresponding to the two minima of DRA observed at i0 = 0.1. Blue dotted-dashed and pink dotted lines indicate
the left and right absorbing barriers, respectively. (c) MST as a function of the driving frequency ω, for i0 = 0.1 and different values of noise
intensity γ ranging from 0.2 to 2. The stochastic resonant activation phenomenon is clearly evident. In all panels the values of the other
parameters are τc = 0.0, A = 0.7, βJ = 0.1.

ω0.1
dRA � {0.75,0.95} [see Fig. 4(a)]. The presence of these two

minima is related to as many escape resonance phenomena.
Nonvanishing values of the initial bias current (i0 = 0)
introduce an asymmetry; e.g., with i0 = 0.1 the highest and
lowest slope are respectively |i+b | = 0.8 and |i−b | = 0.6. As
a consequence, the time average plasma frequencies in the
first half and in the second half period of the driving current
are different. Specifically we have in the first half period
ω̃a

p � 0.78 and in the second half period ω̃b
p � 0.83. These

plasma frequency values are an approximation of the effective
plasma frequencies felt from the phase particle. In fact, they are
obtained by Eqs. (4) and (10), which are valid in the harmonic
approximation of the potential profile around the minima
[49]. From the behavior of the average trajectories shown in
Fig. 4(b), we see that the resonant escape process occurs for
low driving frequency at t � Tp [see top panel of Fig. 4(b)],
and for high driving frequency at t � 1.6Tp [see bottom

panel of Fig. 4(b)]. Due to the dynamics of the resonance
phenomenon between the effective plasma frequency and the
external driving frequency, the first escape process (which
occurs at low frequency) is resonant with the effective plasma
frequency felt by the particle in the first half period of the
driving current [see top panel of Fig. 4(b)]. This effective
plasma frequency is approximated by the time average plasma
frequency ω̃a

p � 0.78. The second escape process (which
occurs at high frequency) is resonant with the effective plasma
frequency felt by the particle in the second half period of the
driving current [see bottom panel of Fig. 4(b)]. This effective
plasma frequency is approximated by the time average plasma
frequency ω̃b

p � 0.83.
In Fig. 4(c), the curves of MST as a function of the driving

frequency ω, for i0 = 0.1 and different values of noise intensity
γ ranging from 0.2 to 2, are shown. The SRA phenomenon is
clearly evident. In fact, it occurs for a driving frequency close
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to the inverse of the average escape time over the potential
barrier in the lowest configuration.

Trapping phenomena occur for ω � 1. However, these
trapping phenomena tend to disappear for high values of the
noise intensity.

Since A = 0.7, for i0 = {0.5,0.9} the potential is tilted
enough to lose in the lowest configurations the characteristic
“maxima and minima” structure. If i0 = 0.5 the double-
minimum dynamic RA is still present around the frequencies
ω0.5

dRA � {0.72,1.02} [see Fig. 4(a)]. The MST value τ � 3.2
in correspondence with the first RA minimum obtained for
i0 = 0.5 is smaller than that obtained for i0 = 0.1, that is
τ � 8.3. This is due to the fact that the slope i0 = 0.5 is able
to induce a rightward escape event already after a quarter of an
oscillation period Tp of the potential [indeed τ (ω ≡ ω0.5

dRA =
0.72) ∼ Tp/4], whereas for i0 = 0.1 the particle needs one
complete oscillation of the potential to escape, and τ (ω ≡
ω0.1

dRA = 0.75) ∼ Tp [see Fig. 4(a)]. On the other hand, the
values of τ in the second RA valley for i0 = 0.1 and i0 = 0.5
are almost equal, since the particle needs more than one
complete oscillation (for both slopes τ � 1.6Tp) to escape
from the right potential barrier. In fact, from the analysis
of the average trajectory for i0 = 0.5, the escape process for
high driving frequency is resonant with the effective plasma
frequency felt by the particle in the second half period of the
driving frequency, as in the case of i0 = 0.1 [see bottom panel
of Fig. 4(b)]. For i0 = 0.5, this effective plasma frequency is
approximated by the time average plasma frequency, in the
second half period, ω̃b

p � 0.85.
Setting i0 = 0.9, corresponding to a highly tilted potential,

the DRA effect is just hinted and only the minimum around
ω0.9

dRA � 1.6 is evident [see Fig. 4(a)].
Trapping phenomena at high frequencies are still present.

Specifically, these appear for frequencies greater than the
threshold values ω0.5

thr � 1.2 and ω0.9
thr � 2.4 [see Fig. 4(a)].

We point out that, increasing the value of the bias current, the
right potential barrier decreases. As a consequence, trapping
phenomena can occur only if the potential oscillates at high
frequencies. This remark, together with the statement that
the parabolic approximation (linearization of the potential
at the bottom of the well), used to calculate the plasma
frequency according to Eqs. (4) and (10), fails for highly tilted
potentials, explains why the threshold values ω0.5

thr and ω0.9
thr are

significantly higher than 1 [see Fig. 4(a)].
We focus now on the influence of the damping on the DRA

phenomenon. We study the effects of a slight increase of the
damping parameter βJ on the double-minimum structure of
the DRA effect, which occurs in the behavior of the MST as
a function of the driving frequency ω, setting i0 = 0.1 and
γ = 10−4. This is shown in Fig. 5 for βJ ∈ [0,0.45]. We
observe that by increasing the damping parameter βJ the τ

values in the bottom of the wells tend to increase, so much so
that for βJ � 0.45 the DRA effect for γ = 10−4 vanishes. The
double-minimum structure, which is evident for βJ ∈ [0,0.16[,
disappears and a large “single-minimum” DRA effect emerges
for βJ ∈ [0.16,0.45[. In fact, increasing the viscosity of the
system the mobility of the phase particle reduces, so that
the particle is not able to reach the left barrier before the
oscillation of the driving pushes it again towards the right.
Accordingly, the DRA effect occurs exclusively throughout
the right potential barrier. The height of the maximum of τ

FIG. 5. MST as a function of the driving frequency ω and
the damping parameter βJ , for γ = 10−4, τc = 0.0, i0 = 0.1, and
A = 0.7.

between the DRA minima tends to reduce, up to vanishing,
for βJ � 0.16. This peak of τ , for low damping, occurs
in correspondence with out-of-resonance escape processes
between the left and right DRA minima (see Fig. 5). The
corresponding dynamics is characterized by a longer residence
time of the phase particle within the initial potential well.

Increasing the damping, the probability that these trajec-
tories with a longer lifetime occur tends to decrease. Indeed,
due to the reduced mobility, the phase particle will escape in
average at the first resonant escape process available during
its trajectory. For βJ � 0.45 the particle is slowed down so
that also the right barrier cannot be reached before the driving
oscillations push again the particle to the left. Therefore the
particle tends to remain confined within the potential well
throughout the simulation time.

In all panels of Fig. 3 we note the presence of another
noise-induced effect, known as noise-enhanced stability (NES)
[59,97,98,108,109,113–126]. Indeed the curves of τ vs γ are
characterized by a nonmonotonic behavior with the presence
of a maximum. This nonmonotonic behavior is different from
that expected from the Kramers theory and its extensions [127–
129]. The enhancement of stability present in the curves of
Fig. 3, first noted by Hirsch et al. [130], has been observed
in different physical and biological systems, and belongs to
a highly topical interdisciplinary research field, ranging from
condensed matter physics to molecular biology and cancer
growth dynamics [119,131–135].

Specifically, the behaviors of τ vs γ show the presence of
NES for any frequency within an interval around the different
values of the frequencies ω

i0
dRA, as found in previous theoretical

investigations of the NES phenomenon [98,97]. In particular,
for i0 = 0.0 this effect occurs for ωNES ∈ [0.43,0.87]. For
each value i0 = 0.1,0.5 of the bias current, there are two
ω

i0
dRA frequencies and, correspondingly, two different ranges

of frequencies giving rise to NES effects. In detail: ω
(1)
NES ∈
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FIG. 6. (Color online) MST as a function of γ , for different values of ω, i0, and τc. Specifically, (a) i0 = 0.1, ω ∈ [0.49,0.77] and τc = 0.0;
(b) i0 = 0.1, ω ∈ [0.9,1.02] and τc = 0.0; (c) i0 = 0, ω = 0.44; (d) i0 = 0.1, ω = 0.44; (e) i0 = 0.1, ω = 1.0; (f) i0 = 0.5, ω = 0.6; (g)
i0 = 0.5, ω = 1.08; (h) i0 = 0.9, ω = 1.18. The values of the other parameters are A = 0.7, βJ = 0.1. The legend in panel (h) refers to all
pictures except to panels (a) and (b).

[0.42,0.78] and ω
(2)
NES ∈ [0.84,1.02] for i0 = 0.1 [see panels

(a) and (b) of Fig. 6, respectively], and ω
(1)
NES ∈ [0.24,0.77]

and ω
(2)
NES ∈ [0.97,1.14] for i0 = 0.5.

Using a highly tilted potential, i.e., i0 = 0.9, there is only
one large RA minimum and only one range of frequencies
ωNES ∈ [0.4,2.4] for which the NES phenomenon is found.
According to this analysis, the curves of Fig. 6, obtained
for different values of the noise correlation time (τc =
0.0,1.0,5,10), show the presence of NES for values of ω

chosen in the intervals given above. In all curves, as τc

increases, the maxima are shifted towards higher values of
the noise intensity. Moreover, the MST values around the NES
maxima tend to slightly reduce for low slopes (small values of
i0) of the oscillating potential [panels (c), (d), and (e) of Fig. 6]
and to increase for high slopes [panels (f), (g), and (h) of Fig. 6].

These features, i.e., the shift towards higher noise intensities
and modification in the maxima of MST for increasing values
of τc, are present also in conventional JJs [53,58].

The curves of τ vs γ in Fig. 7, where i0 = 0.0, ω = 0.75,
and βJ = 0.1, show that for an SNS JJ with respect to an
SGS junction, (i) the NES maxima are broader; (ii) the phase
particle remains confined in the potential well for longer time,
i.e., the τ values are slightly higher; (iii) the NES effect appears
for lower noise intensities. Conversely, the behavior of normal
and graphene JJs is the same for larger values of the noise
intensity γ , since the details of the specific potential profile
become irrelevant due to the strength of random fluctuations.

IV. PROBABILITY DENSITY FUNCTIONS

To deeply understand the stochastic process of escape
from the metastable state, we extend the theoretical analysis,
presenting and discussing the probability density functions
(PDFs) of the switching times, P (t). The distributions of the
escape times have been investigated in many unstable physical
systems, in which noise enhancement stability [114,136]
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FIG. 7. (Color online) MST as a function of γ , for ω = 0.75,
i0 = 0.0, A = 0.7, βJ = 0.1 and different values the noise correlation
time: τc = 0.0,1.0,5,10. Symbols and lines represent results for SGS
and SNS junctions, respectively.

and resonant activation [100,101] phenomena have been
observed. The analysis of the PDF supports investigations
in many out-of-equilibrium frameworks, such as financial
markets [137–139], polymer dynamics [140,141], and several
biological systems [142].

The parameters of the system and noise source are set in
such a way to put in evidence nonmonotonic effects in the
MST behavior. Every PDF is constructed performing N = 107

numerical realizations (experiments), and the area under each
curve is normalized to unit. Whenever possible, the escape
time t is normalized to the driving period Tp of the washboard

potential. This allows us to compare the passage times with the
different slopes taken on by the potential during its oscillatory
motion. We use log plots in Figs. 8 and 9 to appreciate also the
lower peaks of the PDFs.

Panels (a), (b), (c), and (d) of Fig. 8 show P (t) for
different initial values of the bias current i0 = 0,0.1,0.5,0.9.
These results allow us to analyze the switching dynamics in
correspondence with interesting points of τ vs ω curves for
low noise intensity γ = 10−4 [see solid lines in Fig. 4(a) and
in the t-ω planes of Fig. 8]. Setting the driving frequency
to the value taken at the bottom of the RA minima, that is,
ω ≡ ω

i0
dRA, the resonance-like dynamics results in single-peak

PDFs, centered around the MST. Correspondingly, we observe
that, for ω ≡ ω

i0
dRA, the phase particle tends to follow almost

the same trajectory in each experiment to escape from the
initial metastable state. Panel (e) of Fig. 8 shows the PDF
of the normalized escape time t/Tp, calculated setting ω =
ω0.1

dRA = 0.75,0.95. As already pointed out, setting ω = 0.75,
which is the frequency corresponding to the first dynamic RA
minimum, the particle tends to escape mainly through the left
barrier, in average after almost one oscillation of the washboard
potential [see top panel of Fig. 4(b)]. Conversely, setting
ω = 0.95, which is in correspondence to the second dynamic
RA minimum, mostly right-side escapes occur, on average,
when t � 1.6Tp [see bottom panel of Fig. 4(b)]. These peaks
show asymmetry and exponential tails, as previously found
for a cubic potential with a metastable state in experimental
[100] and theoretical [101] investigations. The asymmetry is
more pronounced in low-frequency data, because the time the
washboard potential spends in the configurations favorable
to the crossing of the barrier becomes longer by reducing
the oscillation frequency, and this results in a spread of the

FIG. 8. (Color online) Panels (a), (b), (c), and (d): PDFs as a function of the time t , varying ω. Every picture is obtained fixing γ = 10−4,
τc = 0, A = 0.7, and i0 = (a) 0.0, (b) 0.1, (c) 0.5, (d) 0.9. The MST τ vs ω curves, corresponding to the dynamic RA effect [see solid lines in
Fig. 4(a)], are also shown. The PDF and t axes are logarithmic. Panel (e): Semilog plot of the PDFs as a function of the time t , normalized to
the driving period Tp , setting γ = 10−4, τc = 0, A = 0.7, i0 = 0.1, and ω = ω0.1

dRA = 0.75, 0.95. The inset shows the PDF for ω = 0.75 of the
bias currents ib(t) corresponding to escape or switching events of panel (e).
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FIG. 9. (Color online) PDF as a function of the time t , normalized to the driving period Tp , varying γ . Every picture is obtained fixing
τc = 0, A = 0.7, and the values of i0 and ω. In detail, in each panel (a) i0 = 0, ω = 0.44, (b) i0 = 0.1, ω = 0.44, (c) i0 = 0.5, ω = 1.08, and (d)
i0 = 0.9, ω = 1.18. Every picture shows also the MST versus γ curve corresponding to the NES effect (see solid lines in Fig. 6), obtained using
the same values for the other parameters. The insets in panels (a) and (b) show the detail of the peaks contained in one period of oscillation of
the potential for γ = 10−2. The PDF and γ axes are logarithmic. The legend refers to all panels.

escape trajectories. In other words, at low frequency, the escape
processes tend to spread in time.

The inset in Fig. 8(e) shows, for ω = 0.75, the PDF of
the bias currents ib(t) corresponding to the escape events of
panel (e). This PDF can be compared with the experimental
thermally activated switching current distribution P (Ic) in
SGS junctions (cf. Fig. 1(c) of Ref. [46] and Fig. 2 of Ref. [38]).
The shapes of these PDFs are similar, unless there is a reflection
about the y axes in our PDF with respect to P (Ic). The reflec-
tion occurs because the PDF for ω = 0.75 represents leftward
switching events [see top panel of Fig. 4(b)]. For these escape
dynamics, as the bias current increases, the height of the poten-
tial barrier to be overcome by the particle increases, contrary
to what occurs for the measurements of the P (Ic) distributions.
All the PDFs for frequencies within the dynamic RA minima
are still formed by single peaks, whose width increases as they
move far from the condition ω = ω

i0
dRA [see panels (a) and (b)

of Fig. 8]. Sufficiently far from the dynamic RA frequencies,
specifically when the τ values tend to grow, the PDFs are
multipeaked, due to the periodical successive escape events.

The probability distributions associated with the average
escape times shown in panels (c), (d), (e), and (g) of Fig. 6 for
τc = 0 (solid lines) are exhibited in panels (a), (b), (c), and (d)
of Fig. 9, respectively. In detail, the values of the initial bias and
driving frequency are i0 = 0, ω = 0.44 [panel (a)], i0 = 0.1,
ω = 0.44 [panel (b)], i0 = 0.1, ω = 1.0 [panel (c)], i0 = 0.5,
ω = 1.08 [panel (d)] and the normalized time t/Tp is used.
These frequencies are within the dynamic RA minima and are
chosen to maximize the NES effects. The PDFs shown in Fig. 9

give a better insight into the NES phenomenon. For this reason
the solid curves of Fig. 6 are presented again in the t-ω plane of
Fig. 9. When considering a Brownian particle in the presence
of a metastable fluctuating potential with a strong driving
force or current, the NES effect is always obtained, regardless
of the initial position of the particle. The dynamical regime
is characterized by the absence of the potential barrier for
some short time interval; that is, the system in a deterministic
regime is overall unstable [114]. After this time interval
the Brownian particle, because of the interplay between the
noise and the time-dependent driving force, can return into
the potential well, and the mean lifetime of the metastable
state increases with the noise intensity in comparison with the
dynamical lifetime [97,98,114]. The presence of noise slows
down the motion of deterministically overall unstable states in
an appropriate range of potential parameters, contrary to what
one might have expected [98,114,115,117,119]. Accordingly,
in correspondence to the NES maxima, the PDFs are composed
by long regular sequences of equidistant sharp peaks with
exponentially decreasing amplitude. Multipeaked distributions
of escape times with exponentially decaying envelopes char-
acterize both experimental [114,143] and theoretical investi-
gations [114,136,144]. It is worthwhile to note that for escape
processes from metastable states the shape of each peak of the
multipeak PDF is asymmetric [97], while it is symmetric for
escapes from symmetric double-well potential profiles [144].

For small initial potential slopes [see panels (a) and (b) of
Fig. 9] the PDFs are distributions of a series of two distinct
peaks per driving period Tp, but an asymmetry with “tails”
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in the shape of the peaks is observable. The distribution of
the peaks is consistent with the study of the dynamics of a
particle in a symmetric double-well potential in the presence
of an additional sinusoidal driving [143,144]. In particular, in
Refs. [143,144] the MST distributions for periodically driven
systems at small driving frequencies, smaller than the noise-
induced hopping rate, are discussed. The distribution of the
escape times from the left potential well for A � D, where
A and D are the sinusoidal driving amplitude and the noise
intensity, respectively, is

P A
D

�1 ≈ e

[
− A

D
cos(ωt)

]
exp

{
− r0

ω

√
πD

2A
e

A
D

×
[

2n + 1 + erf

(√
A

2D
(ωt̄ − π )

)]}
. (22)

Here, ω is the driving frequency, ωt̄ = mod(ωt,2π ), erf
denotes the error function, and r0 is the unperturbed Kramers
rate [127],

r0 = π−1
√

|U ′′(ϕMax)|U ′′(ϕmin) exp

(
−U

D

)
, (23)

where U ′′(ϕmin) and U ′′(ϕMax) are, respectively, the second
derivatives in the minimum and the successive maximum of
the potential, and U is the barrier height, measured with
respect to these two points of the potential.

In the opposite limit A � D, the escape time distribution
is described by an exponential decay with a weak modulation

P A
D

�1 ∝ r0e
−r0t . (24)

Equation (22) is a multipeaked curve with peaks located,
according to the factor exp {−A/D cos(ωt)}, at odd multiples
of the half driving period Tp and with an exponential envelope
[129]. The second peak corresponds to the event that the
system has not escaped during the first period, but has escaped
during the successive period. The other peaks correspond to
successive escapes.

In the PDFs obtained for low noise intensities, γ ∈
[10−4,10−1] [see panels (a) and (b) of Fig. 9], the series of
peaks are formed by two distinct peaks per driving period, as
it is clearly shown in the inset for γ = 10−2. Differently from
the escape processes occurring in the double-well analysis,
the escape events from a washboard well can occur indeed
across the left or right barrier, resulting in the two peaks per
period. Specifically, the peaks placed in correspondence to
the odd (even) multiples of the half driving period represent
escape events through the right (left) potential barrier. The
shape of the tails of these peaks is exponential, accordingly to
the shape of the PDF of the escape times from a metastable
state found analyzing the NES phenomenon [97]. Moreover,
the exponential tail is also observed as a peculiarity of the PDF
in the RA effect [101].

Increasing the noise intensity, γ = 1, 10, 100, the peaks
tend to become lower and broader, up to merging into a larger
distribution. Panels (c) and (d) of Fig. 9 refer to i0 = 0.1 and
0.5, respectively, but the driving frequency is high enough
(ω � 1) to trap for long times the particle inside the initial well,
generating interesting peak structures. Each period contains

again two peaks with two particular shapes: the first one, a little
bit narrower, appearing at times odd multiples of Tp/2, due to
the rightward escapes for highly tilted potential; the second
one, strongly asymmetric, appearing at times even multiples
of Tp/2.

The peaks for high noise intensities, that is γ = 10 and
γ = 100, are independent of the potential characteristics and
extend approximately up to t � 11.5 and t � 5.3, respectively,
regardless the oscillation frequency and the mean slope of the
potential.

V. CONCLUSIONS

We analyzed the influence of thermal fluctuations on the
behavior of a ballistic graphene-based Josephson junction
(JJ) in the short-junction regime. In particular, we investigate
how random fluctuations affect the lifetime of the super-
conductive state in an underdamped current-biased JJ. The
analysis was performed within the framework of the resistively
and capacitively shunted junction (RCSJ) model, using a
proper nonsinusoidal current-phase relation, characteristic of
a JJ made by a graphene layer partially covered by the
superconducting electrodes. Specifically we investigated the
mean switching time (MST) of the phase particle, i.e., the
phase difference across the junction, initially placed in a
minimum of the tilted washboard-like potential. In particular,
we studied the MST as a function of different parameters
of the system and external perturbations, i.e., Gaussianly
distributed random fluctuations and periodical driving signal.
We found nonmonotonic behavior of the lifetime τ of the
superconductive state as a function of the noise intensity
γ and the driving frequency ω, for different initial values
i0 of the bias current. In particular, we found that suitable
values of γ determine maximum escape times, while minima
are observed for certain values of the driving frequency.
These results indicate the presence of noise-induced phenom-
ena, such as noise-enhanced stability (NES) and resonant
activation (RA) with different features, strongly depending
on the initial value of the bias current. In more detail, in
some ranges of the parameter values the behavior of MST
indicates the presence of dynamic and stochastic RA, including
a multiple-minimum RA effect in the low-noise intensity
regime.

Finally, when the white noise source is replaced by a colored
noise source with different values of the correlation time τc,
we find modifications in the MST behavior. In detail, in the τ

vs γ curves, when increasing τc, a shift towards higher noise
intensities and changes in the NES maxima are observed.

The study is completed by the probability density function
(PDF) analysis of the escape times, to relate the MST behavior
with the trajectories followed by the phase particle to escape
from the metastable state. For frequencies within the dynamic
RA minima, the PDFs are formed by single peaks. These peaks
show asymmetry and exponential tails. In correspondence to
the NES maxima, the PDFs obtained for low noise intensities
are composed of long regular sequences of two peaks per driv-
ing period, with exponentially decaying envelopes. The shape
of these peaks depends on the features of the potential, such
as the mean slope and the oscillation frequency. The presence
of two peaks per period is consistent with the physical picture
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that the crossing of the potential barrier takes place most likely
in the “left” and “right” down positions of the potential.

In conclusion, this work is well placed in the framework of
nonequilibrium statistical mechanics, due to the presence of
a rich transient dynamics, observed in an emerging material,
such as graphene, with unique electrical properties. In fact,
our study provides information on the role played by random
(both thermal and correlated) fluctuations in the switching
dynamics from the superconductive state to the resistive one
of a graphene-based JJ. The results obtained can help to better
understand the role of fluctuations in the electrodynamics
of new-generation graphene-based superconductive devices,
such as Josephson junctions, Josephson sensors, dc SQUIDs,

JJ detectors, and gate-tunable phase qubits, contributing to
improving their performances.
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[68] M. Köpke and J. Ankerhold, Linear dynamics subject to
thermal fluctuations and non-gaussian noise: From classical
to quantum, New J. Phys. 15, 043013 (2013).

[69] G. Filatrella and V. Pierro, Detection of noise-corrupted
sinusoidal signals with josephson junctions, Phys. Rev. E 82,
046712 (2010).

174519-15

http://dx.doi.org/10.1038/nphys2494
http://dx.doi.org/10.1038/nphys2494
http://dx.doi.org/10.1038/nphys2494
http://dx.doi.org/10.1038/nphys2494
http://dx.doi.org/10.1103/PhysRevB.65.235412
http://dx.doi.org/10.1103/PhysRevB.65.235412
http://dx.doi.org/10.1103/PhysRevB.65.235412
http://dx.doi.org/10.1103/PhysRevB.65.235412
http://dx.doi.org/10.1038/nnano.2008.58
http://dx.doi.org/10.1038/nnano.2008.58
http://dx.doi.org/10.1038/nnano.2008.58
http://dx.doi.org/10.1038/nnano.2008.58
http://dx.doi.org/10.1103/PhysRevLett.105.256805
http://dx.doi.org/10.1103/PhysRevLett.105.256805
http://dx.doi.org/10.1103/PhysRevLett.105.256805
http://dx.doi.org/10.1103/PhysRevLett.105.256805
http://dx.doi.org/10.1038/ncomms3716
http://dx.doi.org/10.1038/ncomms3716
http://dx.doi.org/10.1038/ncomms3716
http://dx.doi.org/10.1038/ncomms3716
http://dx.doi.org/10.1016/j.ssc.2009.01.035
http://dx.doi.org/10.1016/j.ssc.2009.01.035
http://dx.doi.org/10.1016/j.ssc.2009.01.035
http://dx.doi.org/10.1016/j.ssc.2009.01.035
http://dx.doi.org/10.1103/PhysRevLett.108.097003
http://dx.doi.org/10.1103/PhysRevLett.108.097003
http://dx.doi.org/10.1103/PhysRevLett.108.097003
http://dx.doi.org/10.1103/PhysRevLett.108.097003
http://arxiv.org/abs/arXiv:1305.0327
http://dx.doi.org/10.1038/ncomms7181
http://dx.doi.org/10.1038/ncomms7181
http://dx.doi.org/10.1038/ncomms7181
http://dx.doi.org/10.1038/ncomms7181
http://dx.doi.org/10.1016/0031-9163(62)91369-0
http://dx.doi.org/10.1016/0031-9163(62)91369-0
http://dx.doi.org/10.1016/0031-9163(62)91369-0
http://dx.doi.org/10.1016/0031-9163(62)91369-0
http://dx.doi.org/10.1103/RevModPhys.46.251
http://dx.doi.org/10.1103/RevModPhys.46.251
http://dx.doi.org/10.1103/RevModPhys.46.251
http://dx.doi.org/10.1103/RevModPhys.46.251
http://dx.doi.org/10.1103/PhysRevLett.87.010602
http://dx.doi.org/10.1103/PhysRevLett.87.010602
http://dx.doi.org/10.1103/PhysRevLett.87.010602
http://dx.doi.org/10.1103/PhysRevLett.87.010602
http://dx.doi.org/10.1103/PhysRevE.72.041104
http://dx.doi.org/10.1103/PhysRevE.72.041104
http://dx.doi.org/10.1103/PhysRevE.72.041104
http://dx.doi.org/10.1103/PhysRevE.72.041104
http://dx.doi.org/10.1103/PhysRevB.83.094503
http://dx.doi.org/10.1103/PhysRevB.83.094503
http://dx.doi.org/10.1103/PhysRevB.83.094503
http://dx.doi.org/10.1103/PhysRevB.83.094503
http://dx.doi.org/10.1103/PhysRevLett.107.146605
http://dx.doi.org/10.1103/PhysRevLett.107.146605
http://dx.doi.org/10.1103/PhysRevLett.107.146605
http://dx.doi.org/10.1103/PhysRevLett.107.146605
http://dx.doi.org/10.1038/ncomms3525
http://dx.doi.org/10.1038/ncomms3525
http://dx.doi.org/10.1038/ncomms3525
http://dx.doi.org/10.1038/ncomms3525
http://dx.doi.org/10.1103/PhysRevLett.93.177001
http://dx.doi.org/10.1103/PhysRevLett.93.177001
http://dx.doi.org/10.1103/PhysRevLett.93.177001
http://dx.doi.org/10.1103/PhysRevLett.93.177001
http://dx.doi.org/10.1063/1.2164389
http://dx.doi.org/10.1063/1.2164389
http://dx.doi.org/10.1063/1.2164389
http://dx.doi.org/10.1063/1.2164389
http://dx.doi.org/10.1063/1.2931007
http://dx.doi.org/10.1063/1.2931007
http://dx.doi.org/10.1063/1.2931007
http://dx.doi.org/10.1063/1.2931007
http://dx.doi.org/10.1142/S0219749908004134
http://dx.doi.org/10.1142/S0219749908004134
http://dx.doi.org/10.1142/S0219749908004134
http://dx.doi.org/10.1142/S0219749908004134
http://dx.doi.org/10.1142/S0218127408022068
http://dx.doi.org/10.1142/S0218127408022068
http://dx.doi.org/10.1142/S0218127408022068
http://dx.doi.org/10.1142/S0218127408022068
http://dx.doi.org/10.1103/PhysRevB.76.024504
http://dx.doi.org/10.1103/PhysRevB.76.024504
http://dx.doi.org/10.1103/PhysRevB.76.024504
http://dx.doi.org/10.1103/PhysRevB.76.024504
http://dx.doi.org/10.1142/S0218127408022111
http://dx.doi.org/10.1142/S0218127408022111
http://dx.doi.org/10.1142/S0218127408022111
http://dx.doi.org/10.1142/S0218127408022111
http://dx.doi.org/10.1103/PhysRevLett.103.260601
http://dx.doi.org/10.1103/PhysRevLett.103.260601
http://dx.doi.org/10.1103/PhysRevLett.103.260601
http://dx.doi.org/10.1103/PhysRevLett.103.260601
http://dx.doi.org/10.1140/epjb/e2009-00155-x
http://dx.doi.org/10.1140/epjb/e2009-00155-x
http://dx.doi.org/10.1140/epjb/e2009-00155-x
http://dx.doi.org/10.1140/epjb/e2009-00155-x
http://dx.doi.org/10.1103/PhysRevB.89.214510
http://dx.doi.org/10.1103/PhysRevB.89.214510
http://dx.doi.org/10.1103/PhysRevB.89.214510
http://dx.doi.org/10.1103/PhysRevB.89.214510
http://dx.doi.org/10.1140/epjb/e2010-10106-1
http://dx.doi.org/10.1140/epjb/e2010-10106-1
http://dx.doi.org/10.1140/epjb/e2010-10106-1
http://dx.doi.org/10.1140/epjb/e2010-10106-1
http://dx.doi.org/10.1103/PhysRevLett.91.127003
http://dx.doi.org/10.1103/PhysRevLett.91.127003
http://dx.doi.org/10.1103/PhysRevLett.91.127003
http://dx.doi.org/10.1103/PhysRevLett.91.127003
http://dx.doi.org/10.1103/PhysRevE.75.021107
http://dx.doi.org/10.1103/PhysRevE.75.021107
http://dx.doi.org/10.1103/PhysRevE.75.021107
http://dx.doi.org/10.1103/PhysRevE.75.021107
http://dx.doi.org/10.1103/PhysRevE.79.030104
http://dx.doi.org/10.1103/PhysRevE.79.030104
http://dx.doi.org/10.1103/PhysRevE.79.030104
http://dx.doi.org/10.1103/PhysRevE.79.030104
http://dx.doi.org/10.1103/PhysRevB.77.205315
http://dx.doi.org/10.1103/PhysRevB.77.205315
http://dx.doi.org/10.1103/PhysRevB.77.205315
http://dx.doi.org/10.1103/PhysRevB.77.205315
http://dx.doi.org/10.1103/PhysRevB.79.113102
http://dx.doi.org/10.1103/PhysRevB.79.113102
http://dx.doi.org/10.1103/PhysRevB.79.113102
http://dx.doi.org/10.1103/PhysRevB.79.113102
http://dx.doi.org/10.1103/PhysRevLett.98.036601
http://dx.doi.org/10.1103/PhysRevLett.98.036601
http://dx.doi.org/10.1103/PhysRevLett.98.036601
http://dx.doi.org/10.1103/PhysRevLett.98.036601
http://dx.doi.org/10.1103/PhysRevLett.98.136803
http://dx.doi.org/10.1103/PhysRevLett.98.136803
http://dx.doi.org/10.1103/PhysRevLett.98.136803
http://dx.doi.org/10.1103/PhysRevLett.98.136803
http://dx.doi.org/10.1088/1367-2630/15/4/043013
http://dx.doi.org/10.1088/1367-2630/15/4/043013
http://dx.doi.org/10.1088/1367-2630/15/4/043013
http://dx.doi.org/10.1088/1367-2630/15/4/043013
http://dx.doi.org/10.1103/PhysRevE.82.046712
http://dx.doi.org/10.1103/PhysRevE.82.046712
http://dx.doi.org/10.1103/PhysRevE.82.046712
http://dx.doi.org/10.1103/PhysRevE.82.046712


GUARCELLO, VALENTI, AND SPAGNOLO PHYSICAL REVIEW B 92, 174519 (2015)

[70] P. Addesso, G. Filatrella, and V. Pierro, Characterization of
escape times of josephson junctions for signal detection, Phys.
Rev. E 85, 016708 (2012).

[71] P. Addesso, V. Pierro, and G. Filatrella, Escape time charac-
terization of pendular fabry-perot, Europhys. Lett. 101, 20005
(2013).

[72] P. Addesso, G. Filatrella, and V. Pierro, Escape time of joseph-
son junctions for signal detection, in Spontaneous Symmetry
Breaking, Self-Trapping, and Josephson Oscillations, Progress
in Optical Science and Photonics, Vol. 1, edited by B. A.
Malomed (Springer, Berlin, Heidelberg, 2013), pp. 657–678.

[73] V. Pierro and G. Filatrella, Fabryperot filters with tunable
josephson junction defects, Physica C 517, 37 (2015).

[74] K. Lindenberg, J. M. Sancho, A. M. Lacasta, and I. M. Sokolov,
Dispersionless transport in a washboard potential, Phys. Rev.
Lett. 98, 020602 (2007).

[75] P. Hänggi and F. Marchesoni, Artificial Brownian motors:
Controlling transport on the nanoscale, Rev. Mod. Phys. 81,
387 (2009).

[76] O. M. Braun, R. Ferrando, and G. E. Tommei, Stimulated
diffusion of an adsorbed dimer, Phys. Rev. E 68, 051101
(2003).

[77] P. Tierno, P. Reimann, T. H. Johansen, and F. Sagués, Giant
Transversal Particle Diffusion in a Longitudinal Magnetic
Ratchet, Phys. Rev. Lett. 105, 230602 (2010).

[78] C. Dalle-Ferrier, M. Kruger, R. D. L. Hanes, S. Walta, M.
C. Jenkins, and S. U. Egelhaaf, Dynamics of dilute colloidal
suspensions in modulated potentials, Soft Matter 7, 2064
(2011).

[79] G. Tatara, N. Vernier, and J. Ferré, Universality of thermally
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