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Mechanisms and kinetics of the migration of grain boundaries containing extended defects
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A full understanding of the basic processes of grain boundary migration is a fundamental prerequisite for
predictive models of microstructural evolution in polycrystalline materials in processing and in service. In a
detailed study of the kinetics of a [111] �7 symmetric tilt boundary, we have previously shown that defect-free,
flat grain boundaries, below their roughening temperature, can be strictly immobile in the experimental limit. Here
we present the results of molecular dynamics simulations of grain boundaries containing a variety of “defects.”
These simulations show that the presence of some of these defects restores the mobility of flat boundaries, even
well below the roughening transition temperature. These defects fundamentally alter the mesoscale mechanism of
grain boundary migration from one involving homogeneous nucleation to a heterogenous process. At the atomistic
level, the crystal lattice reorients via coordinated shuffling of groups of atoms. In the case of flat boundaries,
these shuffles must accumulate to form critically stable nuclei, but in the case of boundaries containing defects
the shuffling of a small number of atoms at the defects can be sufficient, fundamentally altering the mechanism
and kinetics of migration.
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I. INTRODUCTION

The motion of grain boundaries plays a major role in
the evolution of the mechanical properties of polycrystalline
and nanocrystalline materials. To successfully predict the
evolution of the grain structure of such materials during
production processes and in application we need understand-
ing of the mechanisms by which grain boundaries migrate.
Many theoretical models of microstructural evolution need
information about the dynamic properties of grain boundaries,
but obtaining such information by experiment is difficult.

One hope is that molecular dynamics (MD) simulations
might be used to probe the fundamental kinetic properties of
grain boundaries as a function of grain boundary geometry and
structure. One approach is to focus on measuring the mobility,
m, of different grain boundaries [1–13]. These mobilities
are expected to emerge from an assumed proportionality
between the observed velocity, v, of a grain boundary and
the thermodynamic driving force, P , for its motion: v = mP

[14]. Furthermore, the mobility is assumed to be an intrinsic
property of a grain boundary of given geometry—something
which is well defined only for a flat grain boundary. However,
we have previously shown that atomically flat grain boundaries
(i.e., boundaries that are free of structural defects such as steps,
disconnections and dislocations when at zero temperature) are
generally immobile [15]. Such smooth flat boundaries must
move via the nucleation and growth of “islands” at the grain
boundary surface. For such a homogeneous nucleation process
the energy barrier increases as the inverse of the driving
force, resulting in barrier heights in the order of hundreds
of eV and thus zero mobility in the experimentally relevant,
low-driving-force limit.
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In real materials boundaries are rarely, if ever, perfectly
flat and defect free. They contain structural features due to
boundary curvature or the interaction of extended defects
with the boundary and they are finite in extent, meeting other
grain boundaries at triple junctions. At higher temperatures,
above the roughening transition temperature [16] for a given
boundary, the free energy cost of forming defects on the
grain boundary becomes zero [15]. The presence of defects
due to roughness or of structural defects removes the need
for a homogeneous nucleation process and thus is likely to
determine the mobility of real grain boundaries. As we have
noted previously [15], this means that the mobility of a given
grain boundary will depend on its defect content and structure
and may not be an intrinsic property of the boundary geometry
that can be determined by simulating the motion of a flat grain
boundary segment.

Here we present the results of MD simulations of grain
boundaries containing extended defects, which show how
those defects change the mechanisms and kinetics of migration
at temperatures below the roughening transition. We find that
certain defects relax the need for a homogeneous nucleation
process as part of the migration mechanism. These defects
render the boundary significantly more mobile and restore the
postulated proportionality between the driving force for grain
boundary migration and the boundary velocity.

II. RESULTS AND DISCUSSION

We have carried out simulations of grain boundaries
containing a variety of defects and measured the response
of the boundary velocity to variation in temperature and
driving force. As a starting point we have taken the [111]
�7 38.21◦ symmetric tilt boundary, the kinetics of which we
have previously studied in detail [15] and which has been
much studied in the literature. We have then introduced three
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FIG. 1. (Color online) The unrelaxed of the grain boundary struc-
tures used in our simulations. The different symbols denote atoms in
different close-packed layers. The solid lines indicate the size of the
per atom stress in the direction perpendicular to the grain boundary
as a means of visualizing the boundary structure. The polygons in the
boundary highlight the basic structural unit of the flat �7 boundary.
The dashed lines indicate {11̄0} planes for reference. For the Step
and Asymmetric boundaries, the insets show detailed cross sections
through the boundary, with one half of the bicrystal removed and
atoms colored according to their coordinate perpendicular to the
boundary to emphasize the out-of-plane features.

types of “defects” into this boundary, whose structures are
shown in Fig. 1. The first and simplest of these is a simple
step along the [111] direction with a height of 3.81 Å. To
make this step “persistent,” so it does not disappear once it
has traversed the grain boundary surface, we have applied
skewed periodic boundaries to the simulation cell on the
plane containing the step direction and the grain boundary
normal. The second defect is introduced by adding a slight
asymmetry into the boundary by tilting the boundary plane by
4.13◦ from the symmetric case. When relaxed, this asymmetric
boundary contains large regions that resemble the symmetric
boundary [with boundary plane (123̄)], separated by small
facets on another low index plane [probably (12̄1) or (11̄0),
though the plane is uncertain for such small features], as
can be seen in Fig. 1. The third defect is introduced by
retaining the symmetry of the boundary but increasing the
misorientation angle from 38.21◦ to 40.17◦. This yields a
�9183 boundary which resembles the �7 boundary over most
of its surface but contains intrinsic secondary grain boundary
dislocations (SGBD), which are required to account for the
change in misorientation angle. The three defects above will
henceforth be denoted by “Step,” “Asymmetric,” and “SGBD,”
respectively, and the original �7 boundary by “Flat.”

The definition of what constitutes a “defect” in the grain
boundary surface is, of course, ambiguous. The �7 boundary
itself is not atomically smooth [the (321) plane contains
atomic-scale features out of plane] and the Asymmetric
and SGBD (symmetric �9183) boundaries are “perfect”
coincident site lattice (CSL) [17] boundaries. Here we adopt a
definition in which the �7 boundary is defined as the perfect,
defect-free state and our other boundaries are considered
as deviations from that state, embodied in the presence of
different types of “defects” [18].

For each of the defective boundaries we carried out
a series of grain boundary mobility simulations across a
range of temperatures (490–800 K) and driving forces (2.5–
7.5 meV/atom or approximately 25–75 MPa). The interatomic
forces were modelled using an embedded atom method (EAM)
potential [19] and the grain boundary migration was driven
using the artificial driving force of Janssens et al. [4]. The

simulation cell sizes used were Flat, 420 × 340 Å
2
, 1 160 000

atoms; Step, 150 × 170 Å
2
, 210 000 atoms; Asymmetric,

210 × 140 Å
2
, 650 000 atoms; SGBD, 160 × 140 Å

2
, 730 000

atoms. A Nosé-Hoover thermostat was used to maintain a
constant temperature and full periodic boundary conditions
were applied to the simulation cells. More details of our
method can be found in the Appendix and in Refs. [15,20].
In each simulation we measured the average position of the
grain boundary across its surface as a function of time and
recorded the individual atomic positions every 100 fs.

In a first step we compare the behavior of the defective
boundaries with our previous results for a perfect flat boundary
segment [15]. Figure 2(a) shows the velocity of the grain
boundary as a function of driving force at a temperature of
600 K. In Ref. [15] we reported that the flat �7 boundary
violates the expected proportionality between velocity and
driving force and instead shows no discernible motion at
low force. We now observe a similar behavior for the SGBD
boundary, although with a higher velocity at any given force.
The two other defective boundaries, Step and Asymmetric,
show behavior closer to the classic picture (with nonzero
mobility in the zero-force limit). This is particularly striking
for the Asymmetric boundary, for which the nominal mobility
(we define this as the quotient of the velocity and the driving
force, v/P ) can be seen in the inset to Fig. 2(a) to be much more
weakly dependent on the driving force. This effect of defects
in restoring the expected grain boundary mobility has also
been observed in simulations of the migration of heterophase
solid-solid interfaces [21].

In our previous study [15] we showed that the behavior of
the flat �7 boundary is a result of the mesoscale mechanism
by which the boundary moves. In large, three-dimensional
simulation cells the thermodynamically favored grain grows
via the spontaneous formation of “islands” of transformed
material at the grain boundary surface. These islands may
equivalently be viewed as disconnection loops (in the case of
the �7 boundary the loop is a pure step with no dislocation
content). For the grain boundary to migrate, the islands
(or disconnection loops) must grow by random fluctuations
to become larger than some critical size, beyond which
further growth will then be thermodynamically favored. The
migration process at the mesoscale is thus one of homogeneous
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FIG. 2. (Color online) Mobility data for the grain boundary
migration simulations. (a) The grain boundary velocity as a function
of driving force at 600 K for the four different boundaries. The inset
shows the same data but presented as a nominal mobility (≡v/P )
with linear fits to the data. (b) An Arrhenius presentation of the
simulation results for a driving force of 5 meV/atom. The solid lines
are linear best fits or fits based on the island nucleation model of
migration kinetics. The inset shows the same data on linear scales.
Except where indicated, lines are a guide for the eye only.

nucleation involving a competition between the free energy
cost of forming the island edge (or disconnection loop) and
the stabilizing effect of the driving force for grain boundary
migration acting over the volume of the island:

Fisland(r,P,T ) = 2πrφ(T ) − πr2Pd, (1)

where r is the radius of the island, φ is the excess free energy
per unit length of the island edge (or bounding disconnection),
P is the driving force for migration (expressed as a pressure),
and d is the height of the island [15]. Maximizing the value of
Fisland with respect to its radius then gives the free energy of a
critical island nucleus:

FA(P,T ) = π [φ(T )]2

Pd
. (2)

This is the free energy barrier for migration of the flat boundary
in the experimental limit of low driving force where the
migration process is strongly nucleation limited (as opposed
to growth limited).

This energy barrier varies with both temperature and driving
force. The results for the defective boundaries are compared
with those for the Flat boundary in an Arrhenius-like plot
in Fig. 2(b) where the temperature dependence of the free
energy barrier for the Flat boundary shows up as a strong
curvature. As in Ref. [15] we now assume φ = γ (1 − T/Tc),
where γ is the internal energy per unit length and Tc is the grain
boundary roughening temperature. The free energy barrier for
homogeneous island nucleation then gives the solid curved
lines in Fig. 2(b), which are seen to fit the simulation data
very well with independently determined values for γ and
Tc. We see a similar curvature in the results for the SGBD
boundary (the line through these data uses a best-fit value for
the edge energy γ ). For the other two boundaries, however,
the results are well fitted by a straight line, which suggests
a different mechanism for which there is no variation of the
energy barrier with temperature.

To understand the differences between the results for
different boundaries we have visualized the shape of the
grain boundary surface in each case. The results are shown
in Fig. 3. We can see that the Step boundary migrates via
motion of the step over the grain boundary surface. The large

FIG. 3. (Color online) Snapshots of migrating boundaries con-
taining structural defects. Atoms in one half of the bicrystal are
not shown. The atoms are colored according to their position
perpendicular to the grain boundary surface to emphasize the role
of out-of-plane features in the migration process (color scales are
arbitrary and vary between defects). Time scales for the migration
process along with the temperatures and driving forces used are
marked in the figure.
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step height of 3.81 Å is maintained throughout this process.
We have also carried out simulations with a step of double
this height and found that the larger step quickly dissociates
into two smaller steps which repel one another and move
separately over the grain boundary surface. In the case of the
Asymmetric boundary the out-of-plane features are smaller
and we see that the boundary migrates via the motion of
these features across the boundary surface. In the case of
both the Step and Asymmetric boundaries, migration takes
place via processes localized at the out-of-plane features in
the defective boundaries. In contrast, we find that the SGBD
boundary migrates via the nucleation and growth of islands of
transformed material. There are no strong steplike features
in this boundary (see Fig. 1), implying that there are no
preferential sites for the atomistic shuffling process to take
place and so the kinetics are those of island nucleation, as for
the Flat boundary.

For the Step and Asymmetric boundaries, the migration
mechanism involves the localized rearrangement of the crystal
lattice at the steplike features in the boundary surface. In the
following we analyze this process in more detail in order
to estimate the order of magnitude of the associated energy
barrier. The analysis will be performed for the Flat boundary
but applies equally well to the other boundaries.

At the atomic level the transformation of crystal from one
orientation into the other involves an ordered shuffling of
the atoms. This process either takes place at step or facet
edges (in the case of the Step and Asymmetric boundaries)
or is the mechanism by which the critical island nuclei are
built up (in the case of the Flat and SGBD boundaries). The
nature of the shuffling process can be seen in the snapshots in
Fig. 4, taken from simulations of the migration of the Flat grain
boundary. Similar shuffling patterns have been observed both
experimentally [22] and in simulations (Ref. [23] presents a

FIG. 4. (Color online) The patterns of atomic rearrangement in
migration simulations at three different temperatures. The initial and
final positions are shown by open (red) and filled (blue) symbols,
respectively. Black arrows show hops confined to a single close-
packed plane. Green vectors show atoms hopping between different
planes. A “string” [23] of anomalous jumps at 400 K is highlighted
(in orange). In all cases a rigid translation has been applied to the final
atom positions to clarify the pattern of rearrangement (see Appendix).
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FIG. 5. (Color online) The energy barriers for atomic rearrange-
ment of 21 atoms derived from NEB calculations over a range of
driving forces (each symbol corresponds to a single replica). The
inset shows the barriers for no force and the maximum driving force
with the energy change due to the artificial driving force subtracted
out.

thorough analysis of such behavior). Figure 4 shows data for
the atomic shifts at three different temperatures. At 400 K
the rearrangement of atoms is highly ordered. Some variation
from the general pattern occurs even at this low temperature
and is highlighted in Fig. 4. The anomalous behavior takes the
form of a sequence of nonstandard shift vectors initiated and
terminated by hops of atoms between adjacent close-packed
layers. Such “strings” of hops have been previously observed
and carefully analyzed by Zhang and Srolovitz [23]. At
600 K the pattern of rearrangement remains mostly ordered,
although some hops between close-packed layers can again
be seen. At 800 K things differ dramatically: The hopping
of atoms shows significant disorder and many atoms hop
between close-packed layers. This disordering of the process
of reorienting the crystal lattice is what causes the velocity of
the grain boundary to decrease with increasing temperature
above 700 K, the grain boundary roughening temperature
(obtained from elevated-temperature simulations of a static
grain boundary).

We have used the nudged elastic band (NEB) method
[24], as implemented in Lammps, to estimate the energy
barrier associated with this shuffling. More details of these
calculations are provided in the Appendix. Figure 5 shows
the results of the NEB calculations. We find that to shuffle a
rectangular block of 21 atoms (equal to three CSL cells) the
barrier is 0.39 eV. Shuffling of a 21-atom block maintains the
structure of the leading edge of the step in the �7 boundary.
The NEB calculations also reveal that the shuffling of the atoms
takes place in three stages with two separate barriers: The
nine atoms closest to the boundary are involved in the highest
energy step. Six more atoms then hop in a lower energy process
before the final six atoms undergo a barrier-free relaxation.
This staged shuffling emerging in the NEB calculations is also
evident from a careful analysis of the dynamical simulations
and more details are provided in the Appendix. We also note
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FIG. 6. (Color online) The energy barriers for grain boundary
migration as a function of driving force for the different boundaries.
The dashed line is the prediction of the island model of migration
kinetics. The solid line shows the barrier for the ordered shuffle of 21
atoms from the disfavored crystal orientation to the favored.

that even a rather large driving force of 25.0 meV/atom
(∼250 MPa) does not qualitatively alter the shape of the energy
barrier (see inset to Fig. 5). This suggests that large artificial
driving forces can be used without affecting the atomistic
migration mechanism. However, the active mechanisms at the
mesoscale, and so the overall kinetics of migration, can be
strongly affected as we have shown previously [15].

Having identified the atomistic process involved in the
transformation of crystal volume, we are able to assess the
validity of our chosen EAM potential for the purposes of grain
boundary simulation. The standard issues of the degree of
transferability of empirical potentials mean that, a priori, no
assumption of validity should be made. We have therefore
repeated the NEB barrier calculations using first-principles
methods as implemented in the plane-wave density functional
theory code VASP (see Appendix for details of the calculations
and references). We find a value for the energy barrier of
0.31 eV. The empirical potential gives a result within 15% of
the first-principles estimate for an equivalent simulation cell.

The island-based mechanism of grain boundary migration
implies that below Tc, boundaries become immobile in the
experimental limit [15] because of the inverse relation between
driving force and the energy barrier for migration [Eq. (2)].
This trend can be clearly seen in the data for the Flat
and SGBD boundaries in Fig. 6, in which the activation
energy for migration explodes at low force. The activation
energies for the Flat and SGBD boundaries are derived from
dynamical simulations of grain boundary migration over a
range of driving forces and temperatures, by fitting γ in
Eq. (2) to data for each driving force (Tc is fixed at the value
derived independently for the Flat boundary). The effect of
the strongly increasing driving force should show up as a
minimum, “threshold” driving force for migration on a given
time scale. Such thresholds are generally not observed in
bicrystal experiments (the work of Kang et al. [25] is an

interesting exception). In many cases this is likely to be because
the boundaries are studied above their respective roughening
transition temperatures. However, given the wide variation
of Tc with boundary geometry [16] and the wide range of
temperatures studied in the literature, it is also likely that
some of the published experimental results are for smooth
boundaries, below Tc. In this case, the observed behavior,
v ∝ P , could be a result of the presence of defects that relax
the need for island nucleation, as shown in our simulation
results presented here. Figure 6 emphasizes this point: we see
no strong upward trend in the activation energy at low driving
force for the Step and Asymmetric boundaries.

Figure 6 also shows the energy barrier for the ordered
shuffle of 21 atoms from the disfavored orientation to the
favored one [26]. This is comparable to the energy barrier for
the Step boundary, suggesting that the rate-determining step
for migration is the shuffling of three CSL units of crystal
at the step edge. The barrier for the Asymmetric boundary is
somewhat lower and we speculate that the different (smaller)
out-of-plane features in this boundary allow it to migrate via
the shuffling of smaller numbers of atoms at a time. Though we
have not analyzed the migration mechanism of these bound-
aries at the atomistic scale in detail, we have simulated a second
asymmetric boundary with a smaller variation of the boundary
plane from that in the Flat boundary. This alternative boundary
has equivalent out-of-plane features (facets), but at half the
spatial frequency of the asymmetric boundary analyzed above.
As expected, the migration of this boundary is significantly
slower. At 500 K halving the spatial density of the out-of-plane
features approximately halves the velocity of the boundary,
because each feature has to migrate twice as far across the
grain boundary surface in order for the boundary to advance.

A striking feature of Fig. 2(b) is the effect of temperature
on the velocities of the different boundaries. As we approach
the roughening transition temperature Tc of the �7 boundary
(≈700 K) the velocities for the four different boundaries
converge. This behavior can be explained as follows: above
Tc the boundaries will contain a thermal population of out-of-
plane features of the same height as the edges of island nuclei
and these thermal defects will swamp the effect of the zero-
temperature structural defects present in the three defective
boundaries. There will be no need for either homogeneous
or heterogenous nucleation of atomic shuffles. Above Tc the
velocity of the grain boundaries is reduced, due to thermal
noise in the atomistic migration mechanism [see Fig. 4(c)].
The asymmetric boundary seems to be less prone to this effect
meaning, perhaps, that it is somewhat resistant to thermal
disordering.

III. CONCLUSIONS

In previous work [15] we have shown that low-� defect-
free flat grain boundaries, of the type frequently studied in
simulations, can be strictly immobile in the experimental
limit. This makes it difficult to define an intrinsic mobility
for such boundaries. In the present work we have shown the
results of simulations of a variety of grain boundaries that,
with reference to a given low-� boundary, contain defects of
various types. Where such defects include significant out-of-
plane features in the otherwise flat grain boundary surface,
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the widely assumed proportionality of migration velocity to
driving force is approximately restored. This is due to a
change in the mesoscale migration mechanism: In a perfectly
flat, defect-free boundary an island-based mechanism, with
the kinetics of homogeneous nucleation, prevails, whereas
when certain defects are present the migration mechanism is
localized at the grain boundary defects. The energy barriers for
migration of these boundaries are associated with an atomistic
rate-determining step, with a mechanism that depends on
the structure of the “defects” in the grain boundary surface.
Further detailed study of the mechanisms and kinetics of the
migration of grain boundaries containing defects could help to
link simulation with experiment and assist in building larger
length-scale, physically informed models of microstructural
evolution.
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APPENDIX

1. Molecular dynamics simulations of grain
boundary migration

The grain boundary migration simulations discussed here
were carried out using the classical molecular dynamics code
Lammps [27]. Our simulation cells had periodic boundary
conditions in all three dimensions and contained two mutually
cancelling grain boundaries. The interatomic forces in our
simulations are given by an existing EAM potential for
aluminum [19]. This potential is fitted to a set of experimental
data and the energies of a variety of crystal structures
calculated with density functional theory (DFT). The potential
functions have an analytical form rather than being piecewise
fitted.

Motion of the grain boundaries was driven using the
artificial orientation correlated driving force of Janssens et al.
[4] implemented in the standard release of Lammps. This force
assigns an artificial potential energy to each atom based on the
orientation of its local face-centered cubic environment. This
artificial potential results in a potential energy penalty for one
half of the bicrystal and gives rise to extra artificial forces
on atoms close to the grain boundaries. Energy penalties of
between 2.5 and 7.5 meV/atom were used.

Because the transformation of crystal volume from the
disfavored to the favored orientation releases potential energy
as heat, we applied a Nose-Hoover thermostat to the entire
simulation cell. Temperatures between 400 and 800 K were
simulated. Because grain boundaries give rise to surface-
tension-type forces, and because the ratio of grain boundary
area to crystal volume is unrealistically high in MD simula-
tions, we chose to fix the dimensions of the simulation cell
in the directions parallel to the grain boundary plane. In the
perpendicular direction we apply a zero-pressure Nose-Hoover
barostat to allow volume relaxation. This is required because
at elevated temperatures the artificial driving force gives rise
to small forces on the atoms in the bulk of the favored grain
that would otherwise cause an excess pressure to build up as
the grain boundary migrates.

The position of the grain boundary is detected by moni-
toring the profile of the average value of the artificial driving
force potential as a function of position normal to the grain
boundaries and identifying the position at which it passes
through half its maximum. For mapping the grain boundary
surface, this analysis is carried out on small portions of the
grain boundary surface individually. The velocity of a grain
boundary is calculated using the history of its position over
time. A measure of the errors in the estimate of velocity is made
using bootstrap resampling of the grain boundary trajectory
following the method set out in Ref. [20].

2. The atomic shuffling mechanism

To better understand the variation of the grain boundary
velocity with driving force we have mapped the atomic
rearrangements necessary to transform crystal volume from
the disfavored to the favored orientation. Figure 7 shows plots
of the shifts during a simulation of the atom positions in three
close-packed layers as the grain boundary sweeps through
from left to right, along with histograms of the jump lengths.
The atom positions are determined by taking snapshots of the
dynamical simulation and relaxing the atoms to their minimum
energy configuration. The order inherent in the raw atom
shifts becomes more obvious when the final atom positions
are adjusted by a rigid translation. This is because the grain
boundary has a nonzero excess volume, which shifts the CSL
points out of coincidence in a relaxed simulation cell.

FIG. 7. (Color online) The atomistic mechanism of grain bound-
ary migration. The top row of figures shows the hops undertaken by
atoms as the grain boundary sweeps through from left to right. Open
(red) circles indicate the initial positions, filled (blue) circles the final
positions. The bottom row of figures shows histograms of the length
in Å of the atomic hops. The figures on the left show the raw data
from the migration simulation. The figures on the right are the result
of shifting the final positions of the atoms by a fixed translation.
Data are for a simulation with T = 400 K and P = 25 meV/atom
(250 MPa).
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FIG. 8. (Color online) The migration paths of a group of seven
nonequivalent atoms in the CSL cell (left) during a dynamical
simulation and (right) as predicted by the NEB calculation. The
trajectories are colored (from red through green to blue) according to
time from initial (open symbols) to fully migrated positions (closed
symbols). In the case of the NEB calculations, the reaction coordinate
stands as a proxy for time.

3. The nudged elastic band method

In Sec. II we presented the results of calculations of the
energy barrier for the atomic rearrangements associated with
grain boundary migration. These were calculated using the
climbing image NEB method [24,28] implemented in Lammps
[27].

In this method, a series of replicas of our system, linearly
interpolated between specified initial and final equilibrium
configurations, is constructed. Each atom is connected to its
representation in the adjacent replicas by a notional “elastic
band.” The replica systems are then allowed to relax under
those components of the EAM interatomic forces acting
perpendicularly to the bands, plus a force parallel to the bands
proportional to the distance between adjacent replicas. The
bands thus act to ensure that the replicas remain evenly spaced
between the equilibrium configurations.

In a second stage, the forces in the highest energy replica
are amended: the band forces are removed and EAM forces
parallel to the bands are allowed to act but with a negative
sign. The highest energy replica thus climbs in energy along
the bands (i.e., along the minimum energy path) to find the
barrier configuration.

In our NEB calculations of the collective shuffling of atoms
involved in grain boundary migration we constructed two long
thin simulation cells, one with a pair of grain boundaries in an
initial position and a second with the boundaries in positions
displaced by one unit of migration. These are used as the start
and end points of NEB calculations using 16 replicas.

To assess the suitability of our chosen EAM empirical
potential for the simulation of grain boundary migration
we have also carried out similar NEB calculations for
the migration barriers of a pair of boundaries in small
cells in the DFT code VASP [29]. Our supercells were

15.8 × 13.1 × 7.0 Å
3
, contained 84 atoms, and were periodic
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FIG. 9. (Color online) The reaction coordinate as a function of
time for individual atoms in the minimal groups identified by
differently shaped symbols in Fig. 8. Data from the dynamical
simulations [solid (red) lines] are compared with the predictions of
the NEB calculations [dashed (blue) lines], for which the overall
reaction coordinate of the NEB cell is used as a proxy for time.

in all three dimensions (containing a pair of equivalent grain
boundaries). The calculations used the projector augmented
wave method [30] and a generalized gradient approximation
to the exchange correlation functional [31]. A gamma-centered
Monkhorst-Pack 3 × 3 × 6 k-point mesh [32] was used to
sample the Brillouin zone and a plane wave cutoff of 380 eV
was applied.

Figure 8 compares the atomic trajectories obtained from
NEB calculations with those in a small volume of crystal taken
from a much larger dynamic simulation. We see that the NEB
algorithm has successfully captured the three-stage migration
process evident in the dynamic data. This three-stage migration
process is further elucidated in Fig. 9, which compares the
evolution of the positions of individual atoms between their
initial and final positions with the overall reaction coordinate
(in the case of the NEB calculation) or elapsed time (in the case
of the simulation). We can see that the emergent mechanism in
the dynamic simulation also involves three stages. Of course,
being a thermally activated process, the random hopping of
the pairs of atoms in the dynamic simulations is not perfectly
simultaneous.
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