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Molecular dynamics simulation of subpicosecond double-pulse laser ablation of metals
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Subpicosecond double-pulse laser ablation of metals is simulated using a hybrid model that combines classical
molecular dynamics and an energy equation for free electrons. The key advantage of our model is the usage
of the Helmholtz wave equation for the description of the laser energy absorption. Applied together with
the wide-range coefficients of optical and transport properties of the electron subsystem, the model gives the
possibility to correctly describe the second pulse absorption on an arbitrary profile of the nascent plasma plume
produced by the first pulse. We show that the integral absorption of the second pulse drastically increases
with the delay between pulses, which varies in the simulation from 0 to 200 ps. As a result, the electron
temperature in the plume increases up to three times with the delay variation from 0 to 200 ps. Thus the results
of simulation resemble the previous experimental observations of the luminosity increase in the double-pulse
irradiation for the delay interval from 100 to 200 ps. Besides, we bring to light two mechanisms of suppression
of ablation responsible for the monotonic decrease of the ablation crater depth when the delay between pulses
increases.
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I. INTRODUCTION

Ultrashort subpicosecond double-pulse (DP) laser ablation
of solids is used for a precise treatment of materials, to
increase the spectral line intensities in laser-induced break-
down spectroscopy (LIBS) [1–4], for investigation of DP
plume dynamics [5], optimization of the nanoparticle size
distribution in vacuum [6,7] and liquids [8,9], and modification
of optical properties [10,11]. During the last decade, the
numerical modeling of ultrashort laser ablation of metals was
focused on understanding the basic mechanisms responsible
for the process of ablation [12,13] and dynamics of laser-
irradiated nanoparticles [14,15]. In addition, efforts were
aimed at optimizing the temporal laser pulse shape [16], the
hydrodynamic simulation of a single pulse (SP) [17,18] and DP
laser ablation [19,20], molecular dynamics (MD) simulation of
SP [21–25] and DP laser ablation [26], as well as the study of
ablation efficiency of a target wetted by a thin liquid film [27].

It is known that the absorption of laser energy in the optical
range by polished metals is typically on the order of 10% at
room temperature, and the rest of energy is reflected from
the target surface. Thus the absorption of a subpicosecond
SP can be approximated by an effective absorption coefficient
that defines the energy distribution inside the skin layer of
a metallic target. At the same time, a careful simulation
of either multiple femtosecond interactions or even of an
SP nanosecond laser ablation requires more sophisticated
models. In particular, these models should account for laser
energy absorption in an extended plume with a strongly
nonhomogeneous distribution of thermodynamic parameters.

An atomistic simulation seems to be a very effective tool
in the investigation of laser ablation since it allows to consider
fluctuations of thermodynamic parameters on nanoscales,
defects of atomic structure, kinetic processes of metastable
phase nucleation, lattice overheating, evaporation and conden-
sation as well as kinetics of homogeneous and heterogeneous
melting and solidification. Difficulties in the application of this

method to the simulation of laser-mater interaction arise when
one needs to take into account the dynamics of an electron
subsystem with a temperature higher than that of the ionic
subsystem. In many early investigations, this nonequilibrium
state was described by the continual two-temperature model
(TTM) [28,29]. Ivanov and Zhigilei proposed an approach
that accounts for the conduction band (CB) electrons in this
two-temperature case [22] combining the MD method and the
TTM model. In their model, the simulation of the SP laser
energy absorption was based on the Beer’s law that allows to
consider only relatively weak laser pulses. Improvements of
this approach [22] in successive works include the introduction
of an electron temperature to the MD potential [30] as well as
the inclusion of the blast force of delocalized electrons to the
MD equations [24,31]. By using such modifications, however,
it is hard to meet the energy conservation law, [32] and they
are not suitable for the DP laser ablation considered here.
The key physical factors in the last case involve the complex
absorption of the laser radiation both in the skin layer and in the
extended region of the subcritical plasma, wide-range models
of electron thermodynamics, electron thermal conductivity,
and electron-phonon/ion coupling, and the interaction of shock
and rarefaction waves generated by both pulses.

To improve our understanding of the basic mechanisms of
the DP laser ablation of metals, we develop a hybrid model
that is based on the approach described in Ref. [22]. Then,
we extend the model by a procedure of calculation of the
laser energy absorption using the solution to the Helmholtz
wave equation for each pulse. The dielectric function as
well as the electron-phonon/ion coupling coefficient and the
electron thermal conduction coefficient have a wide-range
form described in detail in our previous paper [33].

The article is organized as follows. In Sec. II, we present the
details of our hybrid MD-TTM model. Section III deals with
the discussion of the results of the study that are summarized
in Sec. IV.
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FIG. 1. (Color online) Phase diagrams of aluminum. EOS phase
states are g: stable gas, l: stable liquid, s: stable solid, l+s:
stable melting, g+l: liquid-gas mixture, (g): metastable gas, (l):
metastable liquid, (l+s): metastable melting, (s): metastable solid,
CP: critical point, bn: binodal, and sp: spinodal. Direct MD two-phase
calculations: solid (green) lines with empty (green) squares show MD
binodals, solid (blue) lines with empty (blue) circles show the MD
melting region.

II. MOLECULAR DYNAMICS TWO-TEMPERATURE
MODEL

In the MD method, the dynamics of the atomic subsystem
is determined by an interatomic potential and boundary
conditions. For metals, an embedded atom model (EAM) [34]
is often used that accounts for both a pairwise interaction
and the contribution of the electron charge density from
the nearest neighbors of the atom under consideration. In
this study, we use the EAM potential of Zhakhovskii for
aluminum [35]. This potential accurately describes triple
point experimental data, reproduces mechanical and ther-
modynamical parameters at normal conditions, and gives a
good agreement with the cold and Hugoniot curves [36].
Moreover, the phase equilibrium parameters for the liquid-gas
and solid-liquid transitions [37] are determined and compared
with the thermodynamic equation of state (EOS). A standard
technique of a two-phase system equilibration is applied with
both phases coexisting in the MD computational domain in
mechanical, thermal, and chemical equilibrium. The results of
these simulations together with the EOS phase diagram [38]
are shown in Fig. 1 in density-temperature coordinates. One
can observe a quite good agreement between the EOS and
EAM binodal curves, and the difference is given by the
binding of models to different parameters in the critical point
(CP), which are not established precisely for the majority of
metals. The CP parameters corresponding to the MD potential
can be estimated as TCP ≈ 8 kK and ρCP ≈ 0.5 g/cm3 (see
imaginary point of the MD binodal maximum in Fig. 1),
whereas thermodynamic EOS parameters in the CP are TCP =
6.6 kK and ρCP = 0.7 g/cm3. The melting curve slope is
steeper and wider for the EOS in comparison with the MD
results.

A strong laser heating of the electron subsystem results
in the appearance of energy transmission channel from the
high-energy electrons to the atoms [22]. Thus, for each
atom, we solve the equation of motion in the following

form:

mi

d2ri

dt2
= Fi + ξimivT

i . (1)

Here, mi is the mass of the ith atom, ri is the radius-vector
of the atom, t is the time, Fi is the force due to interaction
of the ith atom with the surrounding atoms, ξi is the friction
coefficient due to the absence of thermal equilibrium between
electrons and ions [22], and vT

i is the thermal velocity of the
ith atom (the speed of the atom with respect to the center of
mass of an elementary volume V , containing this atom). This
elementary volume V (the numerical cell) is small enough
compared with the target size, but still contains many atoms
N � 1. As a result, the thermal velocity for the atom i can be
expressed as

vT
i = vi − vc. (2)

Here, vi = {ui,vi,wi} is the atom velocity and vc =
{uc,vc,wc} is the speed of the center of mass of atoms inside
the volume V , which can be calculated as follows:

vc =
N∑

i=1

(mivi)

/
N∑

i=1

mi. (3)

Previously, an expression for the coefficient ξi was derived in
Ref. [22] describing the rate of temperature relaxation between
the electronic and ionic subsystems. First, we introduce the
temperature of atoms inside the volume V as the mean kinetic
energy per atom as follows:

Tion = 1

3kBN

N∑
i=1

mi

(
vT

i

)2
, (4)

where kB is the Boltzmann constant. Then, for all atoms
belonging to the volume V , the coupling coefficient ξi is the
same [22] and is given by

ξi ≡ ξV = γV (Tel − Tion)∑N
i=1 mi

(
vT

i

)2 = γV (Tel − Tion)

3kBNTion
, (5)

where Tel is the electron temperature.
Note that the MD-TTM models [22,25,26,31] do not

guarantee the conservation of the total energy of the system
since the thermal conductivity equation for free electrons does
not account of material motion. To remedy this shortcoming,
we describe the evolution of the electron subsystem with
the aid of continual energy equation in the Eulerian form as
follows:

∂(ρeel)

∂t
+ ∂(ρeelw)

∂z

= ∂

∂z

(
κ

∂Tel

∂z

)
− γ (Tel − Tion) + QL(t,z). (6)

Here, ρ is the material density, z is the normal to the
target surface coordinate, w is the velocity in the z direction
(w = wc), and eel is the specific energy of free electrons.
The energy exchange between electron and ion subsystems
is described by the corresponding term with the coupling
factor γ (ρ,Tel,Tion) and the electron heat transfer is specified
by the thermal conduction coefficient κ(ρ,Tel,Tion). We use a
standard operator splitting technique [39] for Eq. (6) to perform
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fractional time steps for different physical operators associated
with the collective motion of atoms and microscopic processes
inside the electron subsystem:

(ρeel)∗j − (ρeel)nj
�t

+ (ρeelw)nj+1/2 − (ρeelw)nj−1/2

�z
= 0, (7a)

(ρeel)
n+1
j − (ρeel)∗j

�t
= κn

j+1/2

(
T n+1

el,j+1 − T n+1
el,j

)
�z2

− κn
j−1/2

(
T n+1

el,j − T n+1
el,j−1

)
�z2

− γ n
j

(
T n

el,j − T n
ion,j

) + Qn
L,j .

(7b)

Here, �t is the time step (tn+1 = tn + �t) and �z is the
spatial discretization step (zj+1 = zj + �z). We suppose the
full neutrality of the entire system in each volume of interest
Vj and, thus, any atom and its bounded and free electrons move
together so that Eq. (7a) is reformulated as follows:

N∗
j e∗

j = Nn
j en

j + N+
j−1/2e

n
j−1 − N−

j−1/2e
n
j

−N+
j+1/2e

n
j + N−

j+1/2e
n
j+1, (8)

where N∗
j is the number of atoms in the cell j after the

advection step, Nn
j is the initial number of atoms in the cell,

N+
j−1/2 is the number of atoms flowing into the cell j through

the boundary j − 1/2 from the cell j − 1, and N−
j−1/2 is the

number of atoms flowing out of the cell j through the boundary
j − 1/2 from the cell j . Similarly, N−

j+1/2 and N+
j+1/2 are the

number of incoming and outgoing atoms through the boundary
j + 1/2, respectively. An obvious equality is satisfied N∗

j =
Nn

j + N+
j−1/2 − N−

j−1/2 − N+
j+1/2 + N−

j+1/2 at each time step,
so that the electron energy conservation associated with
material motion is achieved due to Eq. (7a). Note that we apply
an implicit scheme to advance in time the heat conductivity
term in Eq. (7b) and avoid numerical instabilities when the
magnitude of the electron thermal conductivity coefficient is
high. For an explicit scheme in this case, one needs to apply
a series of substeps [22] to meet the Courant-Friedrichs-Lewy
condition of stability.

The laser energy absorption by the CB (in condensed phase)
or free (in plasma) electrons is taken into account with the aid
of the heat source term QL(t,z). For its calculation, we solve
numerically the Helmholtz wave equation for the electric field
envelope with proper boundary conditions [40] and normal
incidence of the beam:

∂2E

∂z2
+ ω2

L

c2
ε(z)E = 0. (9)

Here, E is the laser electric field envelope, ωL is the laser
frequency, and c is the speed of light, ε(ωL,ρ,Tel,Tion) is the
high-frequency dielectric function. The resulting laser heating
source is

QL(t,z) = ωL

8π
Im[ε(t,z)]|E(t,z)|2.

The incident laser field amplitude is EL(t) = √
8πI (t)/c,

where I (t) is the incident laser intensity. Solution to the
Eq. (9) is calculated using a transfer-matrix method [40].
Wide-range models of thermal conductivity κ , dielectric
function ε and electron-ion coupling γ are used as described

elsewhere [33]. The thermodynamic properties of electron
subsystem are described by the thermal part of the Thomas-
Fermi model [41] that gives the relations for the specific
electron energy eel(ρ,Tel) and the mean charge of ions,
Z(ρ,Tel) used for completeness of Eq. (6) and calculation
of electron concentration nel = Znion. The temperature Tel at
given ρ and eel is obtained by an inverse transformation of the
interpolation dependence eel(ρ,Tel).

III. SIMULATION RESULTS AND DISCUSSION

In this study, we use parameters of Ti:sapphire laser setup
with the wavelength 800 nm, the pulse duration τ = 100 fs
and the incident laser fluence Finc = 2 J/cm2 for each pulse.
The intensity time profile of the two succeeding pulses has the
Gaussian form

I (t) = I0 exp[− ln(16)t2/τ 2] + I0 exp[− ln(16)(t − τD)2/τ 2]

with a peak intensity I0 = 1.88 × 1013 W/cm2 that corre-
sponds to the incident fluence of 2 J/cm2, and the delay
between pulses τD varies from 0 to 200 ps.

Initially, the target free surface is located at position z = 0
nm and the laser beam propagation is in the positive direction
of z. The thickness of the target in the MD simulation is 4 μm
while the cross section is about 8 × 8 nm (20 × 20 periods
of the fcc aluminum crystal). The chosen target thickness
of 4 μm is sufficient to investigate the initial stage of the
front laser ablation up to 1000 ps until the waves reflected
from the back free surface reach the heat affected zone. The
total number of atoms in a typical run is 1.58 × 107. The MD
part of the code is based on the large-scale atomic/molecular
massively parallel simulator (LAMMPS) [42]. For calculation
of macroscopic characteristics, an averaging of atomic data is
performed over the 8 × 8 × 2 nm volumes (the mesh size in
the z direction is 2 nm and the initial number of atoms in this
volume is about 1.6 × 104).

Figure 2 shows the localization of the second pulse laser
energy absorption for different delays τD between pulses.
When τD = 0 ps, the dynamics of ablation corresponds to
an SP case with an incident fluence of 4 J/cm2. The laser
energy absorption by the CB electrons occurs in the skin layer
of about 30-nm thickness. Then, for 10 and 20 ps delays,
one can observe the shift and enlargement of the second

FIG. 2. (Color online) Localization of the second pulse absorp-
tion and normalized concentration of electrons for different delays
between pulses.
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FIG. 3. (Color online) Pressure distribution in the target at the
moment t = 110 ps for different delays between pulses.

pulse absorption region as the target material rarefaction
starts after the first pulse action. For these delays, the target
interfaces at the moment of the second pulse arrival are
located at a distance of about 50 and 100 nm from the
initial free surface position, respectively. Note that the second
pulse absorption for the delays �20 ps corresponds to a
supercritical regime (nel/ncr � 10), and is qualitatively close
to the Beer’s law. Here, ncr = ω2

Lme/(4πe2), and me and e

are the electron mass and charge, respectively. For longer
delays, we observe further target expansion and localization of
the second pulse absorption is at −300 � z � −100 nm and
−600 � z � −300 nm for 50 and 100 ps delays, respectively.
For these delays, the nascent plasma plume completely shields
the target surface from the action of the second pulse similar
to the results of experimental findings [1]. As one can see,
the laser energy absorption on such nonmonotonic space
profiles of free electron concentration requires a solution of
the wave equation. As a result of different space localization
and efficiency of the second pulse absorption, the dynamics of
the target ablation varies with the delay.

The evolution of heated substance for different delays can
be considered in terms of pressure waves that are shown in
Fig. 3. For the delay of 0 ps, only one shock wave (SW1) is
generated with the amplitude of about 30 GPa at the moment
110 ps (see Fig. 3). When the delay increases, the amplitude
of the SW1 drops to 25 GPa (for 100 ps delay case). At the
same time, the negative pressure region associated with the
strong rarefaction wave (RW), that is, the reason of material
fragmentation disappears for the delays from 10 to 20 ps. The
observed suppression of the RW is the cause of the crater
depth reduction for short delays between pulses observed in
experiment. Instead, for longer delays �50 ps, one can see the
formation of the second SW (SW2) generated by the second
pulse in the nascent plasma plume. As we show later, the
formation of this SW2 will lead to a further reduction in the
ablation crater depth.

Ablation dynamics is analyzed by using contour plots of
the main thermodynamic parameters in the target for different
delays between pulses. The case of 0 ps delay is presented in
Fig. 4 for the density, temperature of atoms, and pressure. For
this delay, the laser energy absorption occurs in a skin layer
of about 30 nm and the temperature of CB electrons increases
during the pulse up to 75 kK. The electron thermal conductivity
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FIG. 4. (Color online) Contour plots of the density (a), tempera-
ture of ions (b), and pressure (c) for 0 ps delay between pulses.

results in a steep electron temperature gradient smearing;
the transition of electron energy to the lattice initiates a
homogeneous melting of the target and at the moment of
t ≈ 100 ps the melted depth reaches 350 nm [see Fig. 4(a)].
The SW travels inside the bulk at a speed of 8 km/s. The
length of the plasma plume at this time is about 1 μm and the
temperature of atoms (the electron temperature is close to the
atomic one due to relaxation by this time) reaches 15 kK
[Fig. 4(b)], which corresponds to a supercritical state [the
temperature in the CP for the used potential is about 8 kK
(see Fig. 1)]. The RW [the blue region in Fig. 4(c)] succeeds
the SW (the red and black regions) and initiates the nucleation
process in a liquid layer, so that in the interval of 100–150 ps
the formation of ablated layers is completed [see Fig. 4(a)].

The ablation dynamics changes when the delay between
pulses reaches 10 ps. As one can see, in Fig. 5(a) in this case, the
moment of liquid layer spallation occurs later (at t ≈ 150 ps).
The temperature in the plume is higher and reaches 30 kK,
while the plume length also increases up to 1.5 μm at the
moment of 100 ps in comparison with 0 ps delay [compare
Figs. 4(b) and 5(b)]. One can also observe the decrease of
the ablation layer thickness while the melted depth remains
the same [compare Figs. 4(a) and 5(a)]. For a longer delay of
20 ps, we observe a subsequent decrease in the fragmentation
dynamics that starts now at about 200 ps [Fig. 6(a)]. The
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FIG. 5. (Color online) The same as in Fig. 4 but for 10 ps delay
between pulses.

pressure wave is split into two waves as one can see in Fig. 6(c).
The zone of the second pulse absorption is also clearly seen at
−100 � z � 0 nm in Fig. 2. This extension of the absorption
region is the reason of the formation of a weaker RW. As a
result, the fragmentation intensity lessens and ablation mass
drops but the melted layer remains similar to 0 ps delay case.

When the delay between pulses is increased to 50 ps, the
second mechanism of suppression of laser-induced ablation
appears. As one can see in Fig. 2, the second pulse is absorbed
within the range of −300 � z � −100 nm and at this moment
the RW (produced by the first pulse) passes through the melted
surface layer and causes fragmentation in it, [see panels (a)
and (c) in Fig. 7 at t ≈ 50 ps]. The plasma temperature
reaches the value of 50 kK in the zone of the second pulse
energy absorption. The second SW forms in this region, travels
through the ablated layers and causes the collapse of the
nascent voids between nano-layers. These layers get in contact
with the target, and the process of condensation and recoil from
the plume occurs at t � 400 ps [see Fig. 7(a)]. The pressure
wave with amplitude of about 2 GPa starts its motion from the
plume region into the bulk of the target. This wave is followed
by the second RW but its intensity is not sufficient to cause
spallation of the liquid layer. Note, that the thickness of the
melted region is bigger and reaches 450 nm for this delay [see
Fig. 7(a)].
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FIG. 6. (Color online) The same as in Fig. 4 but for 20 ps delay
between pulses.

For the delay of 100 ps, we observe the second pulse energy
absorption at z ≈ −500 nm when the temperature of atoms in
the plume reaches the maximum value of 70 kK [see Fig. 8(b)].
The deceleration of matter between the zone of absorption and
the target is clearly seen at 100 � t � 350 ps in Fig. 8(a). The
intensity of the second SW (SW2) is sufficient to completely
eliminate the fragmentation produced by the first pulse [see
Figs. 8(a) and 8(c)]. As the absorption of the second pulse
takes place far enough from the initial surface of the target (in
the leading edge of the nascent ablation plume) it takes time
to cause the collapse of voids and this process is finished at
the moment t ≈ 350 ps. An extra melting of the target is also
observed starting from this event, since the attached layers are
heated above the melting temperature [compare melted layer
thickness in Fig. 8(a) at 350 and 1000 ps].

We can follow in more detail the dynamics of ablation with
the aid of MD snapshots presented in Fig. 9 for the case of
100 ps delay. As one can see in Fig. 9(a), at t = 7 ps, the
high-pressure region 0 � z � 150 nm is formed in the target
by the first pulse and the motionless region with z component
of the drift speed w ≈ 0 is located at about 40 nm depth
(atoms colored in white). This 40 nm depth corresponds to the
pressure maximum at this moment. The deeper atoms have a
drift velocity of the order of 1 km/s (atoms colored in shades
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FIG. 7. (Color online) The same as in Fig. 4 but for 50 ps delay
between pulses.

of red) corresponding to the initial stage of the SW formation
while the atoms close to the free surface z � 40 nm move out
at a speed of about −3 km/s (atoms colored in shades of blue)
forming the RW (first 25 nm of matter propagates at faster
speed of w ≈ −5 km/s). In Fig. 9(b), we see the rarefaction
regime when the region −300 � z � 200 nm moves out of the
bulk of the target and the minimum of pressure is achieved
at z ≈ 100 nm. At this moment, the pressure relaxation is
completed in the considered region and its amplitude is below
1 GPa. The next snapshot (t = 93 ps) is close to the moment of
the second pulse arrival (100 ps), and the laser pulse interaction
with the smeared density profile goes more effectively in
comparison with the first pulse interacting with the bulk target
at normal conditions. It is also seen in panel (c), the formation
of voids inside the melted stretched region −300 � z � 150 as
a result of strong RW propagation. The maximum of the second
pulse absorption is located at a distance of about 500 nm from
the initial free surface [see temperature rise in Fig. 8(b) at
t ≈ 100 ps]. This high-pressure zone produces a secondary
RW and SW. The propagation of the secondary SW at the
moment of t = 129 ps is seen in panel (d) and the SW front is
localized at z ≈ −200 nm. This panel shows the initial stage
of the void collapse under the action of SW2. As the matter
gets additional momentum in the positive direction of z due to
SW2, one can see in Fig. 8(e) the deceleration of atoms, and two
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FIG. 8. (Color online) The same as in Fig. 4 but for 100 ps delay
between pulses.

groups of atoms having the positive drift speed at z ≈ −170 nm
and z ≈ −70 nm. The SW propagation towards the target
eventually generates a lengthy region of atoms that move in the
positive direction of z at w ≈ 1 km/s resulting in the collapse
of voids [see Figs. 9(f) and 9(g)]. Then, at t = 303 ps the SW
reaches z ≈ 150 nm and the voids produced by the first pulse
disappear [see Fig. 9(h)]. Finally, after thermal and mechanical
relaxations, we observe the formation of a new target surface at
z ≈ −50 nm while the process of deposition of atoms is still in
progress at this moment [see atoms colored in red in Fig. 9(i)].
As one can see, the condensation process continues till 1000 ps
when the initial stage of the crater formation is finished [see
Fig 8(a)].

Finally, for the longest delay of 200 ps in our simulation,
the laser energy of the second pulse is absorbed in the plume
at −1300 � z � −700 nm. The origin of the SW takes place
in this region and the motion of this wave is clearly seen in
Fig. 10(a). The speed of this disturbance in the time interval
from 200 to 500 ps is about 1.7 km/s and the subsequent
layer by layer reheating of matter results in disintegration of
all liquid layers. Eventually, at 500 ps the plume configuration
consists of a hot supercritical phase at Tion ≈ Tel � 10 kK. The
merging of the plume with the target liquid layer of thickness
≈150 nm occurs at 500 ps [see Fig. 10(a)]. The heterogeneous
melting is observed till the moment of 1100 ps and the melted
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FIG. 9. (Color) MD snapshots for 100 ps delay between pulses: (a) 7, (b) 47, (c) 93, (d) 129, (e) 165, (f) 202, (g) 243, (h) 303, and
(i) 607 ps. Atoms in the left half of panels are colored according to the pressure value; atoms in the right half of panels are colored according
to their hydrodynamic (drift) speed w in z direction.

depth reaches about 450 nm by this instant. As in the case of
100 ps delay, the processes of the target melting and deposition
of atoms from the gas phase are still goes on, but the new
surface is already formed.

Thereby, we can conclude that two mechanisms are respon-
sible for the suppression of ablation in the DP irradiation of
metallic targets. The first one is associated with the suppression
of the RW responsible for the process of homogeneous
nucleation in the liquid layer of the target under the action
of tensile stress. This mechanism dominates for delays τD �
20 ps and results in the monotonic decrease of the crater depth.
For delays longer than 50 ps, there is enough time for the
mechanical fragmentation to occur under the action of the first
pulse, but the second pulse produces a high-pressure plasma
ahead of the ablated liquid layers and pushes the large fraction
of these ablated layers back to the target. In this case, the
ablation depth is even smaller than that in the case of a SP.
Note, that the second mechanism can also initiate the splash
effect on later times that is not resolved in the frame of our
quasi-one-dimensional model.

The dynamics of plasma reheating is essential for the
increase of spectral lines intensities in LIBS technique.
Figure 11 shows the dependence of the integral absorption
of the second pulse by the nascent plasma plume as a function
of delay. It is clearly seen that the absorbed fluence grows from
25% to 98% when the delay varies from 0 to 200 ps. The reason
is that the electron density profile becomes more gradual, and
the second pulse absorption region widens with the increasing
delay (see Fig. 2). As a result of a more effective absorption,
one can expect the growth of maximum temperature with
the delay. In Fig. 12, we present the maximum temperature
of electrons, that is reached immediately after the second
pulse action (empty red circles). The temperature of electrons
100 ps after the second pulse action (filled blue circles) is also
shown in Fig. 12, demonstrating almost a three-fold growth of
electron temperature in the plume as the delay changes from 0
to 200 ps. Attempts to simulate the longer delays face serious
computational difficulties. Indeed, our results show that the
second pulse absorption for the delays of about 200 ps occurs
already at ∼1 μm before the target surface [see Fig. 10(b)].
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FIG. 10. (Color online) The same as in Fig. 4 but for 200 ps delay
between pulses.

This characteristic length of the plume is comparable to the
typical laser spot diameter, and, thus, effects of a strong
rarefaction in the transversal direction start to play a significant
role. As a result, one can expect a faster decrease of the electron
density during the expansion in comparison with our 1D
analysis. When the electron concentration drops significantly
below the critical value ncr, the second pulse can interact

FIG. 11. (Color online) Integral absorption of the first (empty
blue squares) and the second (empty red circles) pulses as a function
of the delay between them. The fluence of each pulse is 2 J/cm2.

FIG. 12. (Color online) The electron temperature maximum
[empty (red) circles] and the electron temperature 100 ps after the
second pulse [filled (blue) circles].

directly with the solid target. Moreover, the thick ablated
layers in the liquid phase can undergo the fragmentation into
a 3D cloud of droplets that is also more transparent to the
second pulse. All these processes might be properly described
with the aid of new 3D models, which require considerable
computational resources.

To remedy the lack of information for very long delays
between pulses, we perform additional estimations of the
plume dynamics produced by the first pulse using a 1D
two-temperature hydrodynamic (HD) model [33]. Results of
the HD modeling demonstrate that for the delays �1 ns the
liquid-gas mixture in front of the plume is already transparent
for the second pulse, and the beam interacts with the liquid
droplets forming the tail of the plume. Thereby, one could
expect the decrease of the second pulse absorption in the plume
and the subsequent plume temperature lessening for the delays
�1 ns. For even longer delays, we conjecture the tendency of
the second pulse dynamics to the SP case.

Figure 13 shows the ablation depth as a function of fluence.
The case with 0 ps delay is identical to a SP with the fluence
2 × Finc = 4 J/cm2. Then, as the delay increases, the ablation

FIG. 13. (Color online) Ablation depth dependence on the delay
between two succeeding pulses with fluence 2 J/cm2 each [empty
(red) triangles]. Extrapolation to very long delays is shown by dashed
(blue) curve. Blue arrows show the ablation depth of a SP with fluence
2 J/cm2 and two succeeding SPs with the delay τD → ∞.
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depth starts to drop and by the delay of about 30 ps it
reaches the SP ablation depth with the fluence Finc. For longer
delays, the ablation depth monotonically reaches the value
below the SP level that is also observed in experiment [1,5].
Note that we explicitly calculate the number of atoms escaped
from the target and, thus, find out the ablation depth (the
precipitation flux is taken into account automatically). We
can also extrapolate the ablation depth for very long delays
unachievable in simulation (see dashed blue curve in Fig. 13).
Indeed, the plasma plume produced by the first pulse expands
and eventually reaches a subcritical electron density. For this
moment, the transmission of the plume starts to grow and the
second pulse again reaches the target enlarging the ablation
crater depth. Experimentally observed linear growth of the
crater depth with the number of pulses [1,43] supports the final
value of extrapolated depth at tD → ∞ as the twofold depth of
the SP. Our model is quasi-1D and does not take into account
transversal effects such as laser intensity distribution within the
spot, nonhomogeneous plume expansion, and surface waves.
Besides, our calculations are limited by 1 ns time and DP
delays of about 200 ps. In experiments, the role of 3D effects
in the formation of a crater is very important and the final
shape and depth of the crater depends on recrystallization,
expulsion of the melted substance from the central zone, and
thermocapillary effects [44]. All these processes are out of the
scope of this paper.

IV. CONCLUSIONS

We have developed the MD-TTM approach for simulation
of laser ablation of metals. Laser energy absorption, electron
thermal conductivity, and electron-phonon/ion coupling are
taken into account by means of wide-range models of optical

and transport coefficients. To correctly describe the laser
energy absorption, the Helmholtz wave equation is solved
giving the possibility to deal with arbitrary profiles of electron
density and temperature. We use an accurate EAM potential,
the phase diagram of which agrees well with the one known
from experiment. It has been demonstrated in the set of
simulations of DP ablation of aluminum that the reheating
of plasma reaches a maximum at delays �100 ps when the
absorption of the second pulse changes from 25% at 0 ps
delay to 98% at 200 ps delay. For delays �20 ps, the plasma
shielding effect is observed and the second pulse does not
reach the target. This result is close to the one observed in
experiments [1,4]. Also, for a 100–200 ps delay, we observe
a three-fold growth of the plume temperature that explains
the increase of the luminosity of the plume recorded in the
experiments. The crater depth reduction observed both in the
experiments and the presented modeling is due to the formation
of a high-pressure zone inside the plume that suppresses the
fragmentation in RW caused by the first pulse for delays
�20 ps, and merges the inner ablated layers of atoms with
the target surface for delays �50 ps. The obtained results can
be used in further development of such applications as LIBS
and matrix-assisted laser desorption/ionization, as well as in
laser nanostructuring of surfaces and in medical applications.
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Krüger, and J. Bonse, J. Appl. Phys. 110, 014910 (2011).
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