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A thorough investigation of the effect of exchange and correlation on the electronic structure of wide-band-gap
insulators ScF;, YF;, and AlF; is carried out using local, semilocal, and hybrid functionals in the density
functional theory framework and the GW approximation with four current plasmon-pole models. It is shown
that the hybrid functionals, which attribute more weight to electron exchange, lead to a decent agreement with
the state of the art GW results, whereas the Tran-Blaha semilocal functional does not improve significantly the
local density approximation results of the insulating transition-metal trifluorides, because of the high localization
of the conduction band minimum states which are mainly of d character, and underestimate considerably the

valence-band width of the studied materials.
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I. INTRODUCTION

During the last decade, the investigation of metal fluorides
and rare-earth-doped metal fluorides has grown considerably
due to their various applications in the technologies of glasses
[1], batteries [2], optoelectronics [3], and also in hydrogen
storage [4].

Several fluorides of trivalent metals MF; have ideal or
distorted structures of the «-ReQOj3 type, which are perovskite-
like structures with the particularity of a vacancy occurring
at the cation sites, hence a significant empty volume. This
special property makes it possible to modify the physical
properties by the insertion of crystal impurities, demonstrating
the interest in this class of materials. Metal trifluorides are
interesting materials for optical applications by dint of their
transparency over a wide wavelength range. For example,
glasses derived from ScF; are transparent from 0.3 um in
the ultraviolet region up to 7 wm in the infrared region [5].
Most MF; display a structural phase transition varying from
340 K in TiF3 to 1250 K in CrF; [6] except ScF3;, which
exhibits a negative thermal expansion and a stable cubic phase
at ambient pressure and for a wide range of temperatures [7].
Thus at room temperature and at ambient pressure, scandium
trifluoride adopts a cubic structure [see Fig. 1(a)], whereas
all other metal trifluorides are either in a rhombohedral or
orthorhombic structure [see Figs. 1(b) and 1(c)].

Few years ago, Greve et al. [8] discovered an astounding
large and isotropic negative thermal expansion (NTE) for ScF3,
for a wide range of temperatures from 10 to about 1100 K,
unlike ReOj;, which displays a low NTE below ambient
temperature. Later, Li ef al. [7] explained this property by
the quartic potential giving rise to large amplitude transverse
displacements of the fluorine atom, so that the two scandium
atoms around it will be pulled together. It was noticed that the
phase diagram of ScFj3 is very sensitive to structural defects
and impurities, e.g., an applied hydrostatic pressure of about
0.15 GPa at 50 K gives rise to a phonon soft mode in the
M-R high-symmetry direction of the Brillouin zone, leading
to a transformation to rhombohedral R3¢ phase with two
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formula units per unit cell [9]. At ambient temperature, this
phase transition was detected by x-ray diffraction and Raman
spectroscopy under a hydrostatic pressure of 0.7 GPa and
results from the rotation of the ScFg unit around the threefold
axis. Under a pressure of 3.8 GPa, the rhombohedral structure
transforms further into an orthorhombic Prnma structure with
four formula units per unit cell and the Raman spectrum shows
the existence of two soft phonon modes [9]. Lanthanide-
ion-doped ScF3 nanocrystals exhibit multicolor ultraviolet,
photoluminescence, cathode luminescence, and up-conversion
luminescence, as well as ferromagnetic properties [10]. Exten-
sive efforts were made to control the thermal expansion of ScF3
within solid solution formation by adding Y, Al, and Ti ions
[11-13].

At room temperature, the yttrium trifluoride exhibits the
B-YF; structure, as orthorhombic Pnma with four formula
units per unit cell, where the fluorine atoms occupy the 4c
and 8d Wyckoff sites [see Fig. 1(c)]. YF; doped by rare
earth ions can be a good candidate to produce efficient
visible emission under vacuum ultraviolet (UV) irradiation
and consequently, it can be efficient in transforming vacuum
UV light into visible one [14]. Using time resolved emission
and excited spectra [15], two intrinsic luminescence bands
peaking at 4.5 and 5.6 eV due to the radiative recombination
of self-trapped exciton were observed, suggesting that YF; can
be used as a wavelength selective optical filter in the 157-nm
photolithography instead of the CaF, crystal, since YF3 can be
grown at lower temperature than CaF, [16] and when doped,
YF; crystals can be used as a refractive medium in the vacuum
UV region.

The YF3; compound was studied by angular dispersive
synchrotron x-ray diffraction [17] and it transforms to a
hexagonal P3c1 structure with six formula units per unit cell
at a hydrostatic pressure of 7.5 GPa. Due to its wide band gap
and suitable Y7 sites without additional charge compensation
[15], YF; can also be used as a solid-state laser or a scintillator,
since it can be easily doped with rare-earth ions.

However, AlF; adopts the «-AlF; rhombohedral structure
at ambient conditions [18] [see Fig. 1(b)] and exhibits a
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FIG. 1. (Color online) Crystal structure of MF;: (a) shows the
a-ReOj; cubic phase of ScF;, the scandium atom (in blue) occupy the
center of ScFg octahedron and the fluorine atoms are located at
the corners (in yellow), (b) the rhombohedral R3c phase of AlF;
with two formula units per unit cell, and (c) the Pnma orthorhombic
phase of YF; with four formula units per unit cell.

phase transition to a cubic structure at 730 K [6,19,20].
This transformation was confirmed by molecular dynamics
simulations [21] and pair distribution function analysis [22]
and the cubic phase was revealed to contain local octahedral
tilts. When heated, the bond angle connecting one fluorine
atom and two aluminum atom neighbors increases steadily
with temperature up to 1100 K. Furthermore, the distance
separating one aluminum and one fluorine atom does not vary
significantly with temperature, which indicates the rigidity
of the AIFg octahedra [22]. Chen and coworkers also did
an interesting calculation, where their local density approx-
imation 7' = 0 K energy surface in the structural parameter
space shows that the minimum corresponds to the observed
rhombohedral structure [23]. However, their calculated band
gap is too small compared to experiment.

As the electronic structure of a material is a basic ingredient
for understanding its physical properties, we begin by an
investigation of that of ScFj3, stressing the effect of different
approximations to the exchange correlation functional on
its insulating energy band gap. In particular, we show that
the Tran-Blaha [24] functional, which worked nicely for sp
semiconductors and insulators fails for materials such as
ScF; due to the presence of Sc d electrons. To show which
hybrid functional provides the best band gaps for wide gap
insulators containing d electrons, we extend this study by
performing various flavors of plasmon-pole GW calculations,
where G is the Green’s function and W the screened Coulomb
interaction. To confirm our findings, we also extended this
study to YF; with 4d I electrons and AlF; without d electrons.
To the best of our knowledge, the hybrid functionals and
GW ground-state electronic properties of scandium trifluoride
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and aluminum trifluoride are not yet computed. The only
calculations available in the literature concern the electronic
structure of AlF;3 (Ref. [23]) and YF3 (Ref. [25]) and are based
on LDA. In both calculations, the insulating band gaps are
much smaller than the experimental values. Our calculations
will therefore improve upon these LDA results.

This paper is organized as follows. In Sec. II, we introduce
explicitly our theoretical framework, focusing on the various
density functional theory (DFT) exchange and correlation
hybrid functionals and the four different plasmon-pole model
G W approximations used in this work. In Sec. III, we explore
in details, in the spirit of the mentioned hybrid functionals,
the effect of different exchange-correlation approximations on
the electronic structure of ScF3 and the physical properties
obtained form the band structure, like the density of states, the
energy band gap, the effective masses and the equation of state
(pressure-volume relation). This study is then extended to the
electronic structure of YF3 and AlF;.

II. THEORETICAL BACKGROUND

A. Semilocal functionals

The state of the art DFT [26,27] provides an efficient
ab initio method for accurate studies of the ground-state
properties of various materials. In this work, we concentrate
on the effect of DFT exchange-correlation functionals on
the electronic structure of ScF; and related wide-band-gap
materials. We propose to find the best functional for accurately
describing the electron-electron interaction leading to an
accurate description of its electronic structure. To this end,
we propose first to use a metageneralized gradient correction
(Meta-GGA) exchange potential combined with the local
density approximation (LDA) correlation proposed by Tran
and Blaha [24], which has already successfully predicted band
gaps for a large variety of semiconductors and insulators, in
close agreement with experiment. This Tran-Blaha potential
is given by

5
v, (r) = crRoov=R¥(r) + (Betpos — 2),/ 6712—2.()1')’ (1)

where ¢ is the kinetic energy density, p the electronic density,
and vBR% an approximation of the Coulomb hole exchange

potential introduced by Becke-Roussel [28]:
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where € is the unit cell volume and «, B are two adjustable
parameters. The default values obtained from a fit of many

semiconductors [24] are « = —0.012 and g = 1.023 bohr:.

B. Hybrid functionals

One of the deficiencies of the semilocal density approx-
imations is the neglect of self-interaction correction, which
leads to an artificial delocalization of the wave functions
resulting in an underestimation of electron excitation energies,
and hence of the band gap value. On the contrary, hybrid
exchange-correlation functionals [29] do not suffer much from
self-interaction effects, leading to a great improvement in the
predicted electronic properties. The main feature of hybrid
functionals is that the exchange correlation potential has an
explicit orbital dependence, which is not the case for semilocal
functionals. For hybrid functionals, the width of the band gap
of materials increases linearly with the amount of the exact
exchange:

EN* = 0 EMF + o BT + o3 EXF, Q)

where EHF is the nonlocal Hartree-Fock exchange energy, con-
structed using Kohn-Sham orbitals, and £ ;1(‘:,) is the exchange
(correlation) energy obtained from semilocal functionals (sIF).
The parameters «,{p = 1,2,or 3} control, respectively, the
contribution of EYF| ESIF and ESIF,

HE o _ L s 5,900 (r)e; (1)
E! (r,r)_—Z;/d rd’r Tr] . (6)

In this paper, we employ three hybrid functionals: B3LYP
[30], PBEO [31], and HSEO06 [32] and compare their effect
on the electronic structure of wide-band-gap ScF; and related
compounds. Likewise, we compare the results of these func-
tionals to those obtained by means of various plasmon-pole
G W calculations. The first hybrid functional depends on three
parameters, hence called B3LYP and is given by

E}?SLYP — E)I:DA + o (E)IEIF _ E)I;DA) + o (ESGA _ E)I;DA)
+ a3 (ES9* — EIPA), (7)

where the mixture between Hartree-Fock exchange and
semilocal exchange is governed respectively by the parameters
o) = 0.2and oy = 0.72, and the correlation part by oz = 0.81.

The exchange-correlation energy corresponding to the
hybrid functional PBEQ is given by

BP0 = LB 43 E 4 P ®

Usually, this hybrid functional overestimates the band gaps of
small band gap materials and underestimates those of large
band gap ones [33].

In the HSEO6 hybrid functional, the electron-electron
exchange interaction is partitioned into short-range (SR) and
long-range (LR) parts. The exchange-correlation energy is then
given by

E}l::SEOG — aE)lC‘lF,SR(M) 4 (1 _ (X)EEBE’SR(M)
+ (XEEBE’LR(/.L) + EFBE (9)

This energy can be seen as an approximated contribution to
the self-energy in the GW approximation, whose Coulomb
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interaction is screened by the mixing parameter « instead of
the inverse of dynamical dielectric matrix in the many-body
perturbation theory (MBPT). The parameter u controls the
range separation, i.e., its inverse represents the critical distance
at which the short-range Coulomb interaction can be assumed
to be negligible. This decomposition can be obtained through
the error function erf:

l _ (1 — erf(ur)) n erf(ru,r)’ (10)

r r

where the first term represents the short-range contribution
that is treated with a Fock operator, whereas the second one
corresponds to the long-range contributions and is treated
using semilocal exchange functionals.

Taking o = 0 in the expression of the HSEO6 energy
reduces it to the PBE energy, while in the case of u =0,
it turns it to PBEO energy. The short-range contributions to
Hartree-Fock exchange energy can be written as

1
EMFSR(p vy = —52/d3rd3r/(1 —erf(u|r —r')
i,j

. 97 (D)@ ()¢} (F)e; (1)
r—r|

an

Writing the effective static dielectric constant €, as the inverse
of a gives an effective screening matrix corresponding to
HSEOQ6 following this expression [34,35]:

(I —erf(l — pufr — l'/l))_

WHSES (¢ /) — ¢
Ir —r'|

12)

The band gap increases almost linearly with increasing « and
is inversely proportional to p [36].

C. GW approximation

The treatment of properties related to neutral excitation
processes, like band structures and Fermi surfaces, where
an electron is excited from the valence to the unoccupied
conduction bands in direct photoemission spectroscopy, via
an impinging photon, can be achieved by the so-called one-
particle Green function or propagator in the framework of
MBPT. The variation of the electron density due to these
excitations is well described by the polarizability y .

In the DFT formalism, the interactions in the system are
described by the Kohn-Sham equations for each state n:

VZ
[—7 + /d3r’p(r/)vexz(r’) + /d3r/p(r’)v(r —r)

+ vxc[p](r)]go}fs(r) = S8 (), (13)

whereas, in the MBPT, the corresponding equations describing
quasiparticles are given by

2
[_% + /d3r/,0(r/)vext(r/) + /d3r/p(r/)v(r B r/):|g0,?P(l’)

+fd3r’2(r,r/;egp)¢gp(r’) = e g (0, (14

where X represents the electronic self-energy and contains all
the many-body exchange and correlation effects beyond the
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usual Hartree potential. The determination of its expression
relies on the resolution of the set of Hedin equations [37].
The neglect of vertex corrections gives the so-called GW
approximation, where G is the one-electron Green function
and W the screened Coulomb interaction. The self-energy
is then written as a convolution product of the one-electron
Green’s function G and the dynamically screened Coulomb
interaction W:

(r,r;w) = ZI—/da)’ei”“’/G(r,r’;a) + W, r; o),
s

as)

where the screening by the inverse dielectric matrix is
calculated in the random phase approximation in reciprocal
space:

W (q,0) = €66 (Q.0). (16)

47
lq + GI?

The dielectric matrix is given by

1 . L
o 2 g (g T (7)
q,G,G’ |

e(r,r';w) =
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The quasiparticle energies and lifetimes obtained from the GW
approximation can be directly compared to the ones measured
by direct or inverse photoemission.

The inhomogeneous density matrix distribution is de-
scribed by the off-diagonal elements of the dielectric matrix
€(G # G'). The self-energy can be decomposed into exchange
and correlation terms, where the exchange term is given by

occ Mgh (k )|

|
ZZZ |q—|—G|2 ? (18)

q v

(kb1 Zx|Pk,p) =

and where Mé’b/ represents the so-called oscillator strength.
Here, b and ' denote the band index. The correlation self-
energy term is given by

ZZZ [MZ" k@]
q GG bV

MEY &, Q)lce (k,q0),  (19)

(kb Zelokp) =

where Igq is expressed as

Wp (q 70)/)

IGG’(Qak’CU) = 5

Here, 1 denotes the Fermi level and W), the difference between
the dynamical screened potential W and the bare potential v.

The screened W is anticipated to be smaller than v and
gives a more accurate description of the electron-electron
interactions in mean-field approximations such as LDA, GGA,
Meta-GGA (TB09) of independent particles in the DFT
framework.

The correlation part of the self-energy Y. =iGW, is
non-Hermitian and gives access to the finite lifetimes of
quasiparticles and satellite structures in the spectral functions.
Considering the similarities between the two equations (13)
and (14) and the assumption that the Kohn-Sham and quasi-
particle wave functions are very similar [38], a perturbative
approach is therefore reasonable. So the first-order perturbative
approach for each state n leads to
IV = &5+ 2[5 () -

n

Vielors), (@21

where the renormalization factor Z is given by
X
Z, = (1 - <¢}fs 4%() gp}fs».—‘ (22)

w

A full study of the frequency dynamical effects of the
screened interaction in reciprocal space is numerically cum-
bersome, so the problem of the dependence on the frequencies
w of both the dielectric matrix and the self-energy is handled
in this work by various plasmon-pole models. From these
approximations, we can easily make an analytic study of
the convolution of the Green’s functions and the Coulomb
screening potential in frequency space. Unless explicitly
stated, most GW calculations conducted in this work are
non-self-consistent and use LDA as a starting point. It is
well documented in the literature that the ensuing quasiparticle

KS
6}1

l
do’ .
271/ o+ o' —ep(k —q) + i3 sgnlep(k — q) — u]

(20)

(

energies depend on the starting point used to calculate the input
single-particle energies and wave functions [39—41], however,
it has also been shown that it accurately predicts the band gaps
of most semiconductors with high accuracy [42]. Usually, in
the literature this approximation is called Gy W, but here since
there is no confusion we call it GW.

In the following, we focus on the current four plasmon-
pole models in the description of the electronic interactions:
the Godby-Needs [43] (GN), the Hybersten and Louie [38]
(HL), the von der Linden and Horsch [44] (VLH), and the
Engel-Farid [45] (EF) models.

The GN plasmon-pole model gives an easy evaluation of
the dynamical behavior of the screened interaction and the
convolution integral of the correlation part of the self-energy,
only by taking the static frequency limit and one imaginary
frequency, which can be considered as the effective frequency
of the plasmon excitation. The imaginary part of the inverse
dielectric matrix is written as

Ao (@[8(w — Bga (q))
—8(w + B ()], (23)

where A is the weight of the peak of the imaginary response
function egg/(q,w) with respect to @ in both diagonal and
off-diagonal elements. The real part is given by

Im{ege(q.0)} =

%;(;/(q)

- wGG’( )
where @ defines the pole frequency and Qg the effective bare
plasma frequency.

In the HL plasmon-pole model, the dynamical effects are
included through the calculation of dielectric function only
in the static limit, and then extended to finite frequencies

Re [EGG,(q,a))] = dgg + 24)
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by means of the f-sum rule. The A and @ parameters
are determined from the Kramers-Kronig relations and the
generalized version of the Johnson f-sum rules:

» @+G)-(q+G)p(G-G)

Q2 .(q) = , 25
W= Tgrer 0 P
~ Q%;G/(q)
, = , 26
@) = ¥ (26)
Qe
Age(q) = -~ 2ec @ @7)
2 wee(q)

where p(G — G’) is the electron density in reciprocal space.
The VLH plasmon-pole model relies on the assumption

that only the eigenvalues of the Hermitian dielectric matrix €

contain the frequency dependence, which can be written as

~ lq + G|
€ce(q,0) = €66/ (q,0), (28)
lq+ G|
where the eigenvalues are given by
1—2,1(0)
-1 _ ( n,q
hg(@) = 1+ 2 0,(@
1 1
X — — — . (29)
w_a)n(q)_18 w+wn(q)_18

Here, n numbers the eigenvalues of the Hermitian dielectric
matrix, and the plasmon-pole frequencies follow also the f-
sum rule:

2
2y @pi q+G)-(q+G)
= (1 = 2 q(0)) é la+Gllg+ G|
x X,*Lq(G)L_G/)X,,,q(G/). (30)

p(0)

Here, X, q are the matrix elements established by the eigenvec-
tors of the inverse dielectric matrix. Accordingly, the plasmon
frequencies obtained from this model are all real and the
treatment of the off-diagonal elements for the dielectric matrix
is improved, contrary to the previous approach suggested by
Hybersten and Louie.

In the EF plasmon-pole model, both the eigenvalues and
eigenvectors depend on frequency. The EF model approxi-
mates the full polarizability x by another X, which are similar
in the static and high frequency limits:

Re.6(@0) =Y Y, q(G)(? — 02(@)Y;(G). (D)

The Y,  are the eigenvectors of the full polarizability .
Consequently, in this plasmon-pole model, we can interpret the
eigenenergies as plasmon energies and their small q expansion
gives the plasmon dispersion coefficients.

D. Computational details

Most of our DFT and GW calculations were carried out
using the ABINIT package [46] with a plane-wave basis set,
whereas the quasiparticle band structure is obtained from
the Wannier interpolation [47]. To calculate the electronic
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structures in the framework of hybrid functionals, we em-
ployed the QUANTUM ESPRESSO package [48]. The interactions
between valence electrons and ionic cores is described by the
norm-conserving pseudopotentials generated according to the
Troullier-Martins scheme [49] with the APE package [50]. Both
the semicore electrons 3s> 3p® of the 3d transition-metal Sc
and the 4s2 4p°® of Y are treated as valence electrons. The
inclusion of these semicore states is important for determining
accurately the energy band gaps of these materials.

The number of plane waves are selected using a kinetic
energy cutoff of 100 Ry for the three studied materials, which
are found to give well converged structural and electronic
properties. Brillouin zone integrations are made using a I'-
centered k-point mesh sampling of 12 x 12 x 12 Monkhorst-
Pack grid [51] for ScF; and AlF;, and for YF; a I'-centered
k-point mesh sampling of 12 x 12 x 16 was employed.

The divergence in the derivative of the orbital energies,
when handling the Fock operator with respect to small q
vectors, is treated with the Gygi Baldereschi approach [52]. A
g-point mesh sampling of 4 x 4 x 4 for the Fock operator was
employed in the hybrid functionals calculation in the case of
ScF; and AlF3, while a 3 x 3 x 4q-point mesh has been used
in the case of YF;. The problem of the integrable singularities
is treated following the Spencer-Alavi method [53], which
makes a simple modification to the Coulomb potential in
the exchange self-energy integral, and then the singularity is
removed without the inclusion of any auxiliary function. The
size of the dielectric matrix used was determined by a kinetic
energy cutoff of 70 Ry. The main stalemate in the accuracy
of a GW calculation is the requirement of a summation over
a huge number of empty states to represent efficiently the
Hilbert space. We used the extrapolar approximation proposed
by Bruneval et al. [54], which replaces the effects of the empty
states beyond a certain limit by an adjustable energy.

III. RESULTS AND DISCUSSION

Scandium trifluoride has the space group Pm3m number
221 [see Fig. 1(a)]. The experimental lattice parameter is
used in all calculations and is equal to 4.01 A, taken from
Aleksandrov et al. [55].

In order to get the electronic structure, we first used the
LDA. For the calculated density of states, we employed the
tetrahedron method [56]. ScF3 was found to have a direct band
gap of 6.78 eV and an indirect band gap of 6.25 eV. The bottom
of the conduction band is located at the I" high-symmetry point
and the top of the valence band at the R point (see Fig. 7).
This wide band gap rules out the possibility that electronic
excitations can play a role in the negative thermal expansion.
From the analysis of the partial density of states (Fig. 2), it
appears that the 2p fluorine states are mainly responsible for
the character of the upper valence bands, while the lowest
conduction bands originate mostly from the 3d states of the
scandium ion. The results seem therefore to agree with the
formal ionic model of Sc** as determined from photoemission
[57,58]. This is due to the strong electronegativity of the
fluorine atom and the strong Sc 3d and F 2p hybridization.
However, the LDA bandwidth is about 3.2 eV, which is a bit
short of the experimental value [58] of 4 eV (full width at half
maximum). We show later, that the GW calculation improves
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FIG. 2. (Color online) LDA calculated partial density of states of
ScF;: the 2 p fluorine states (hatched red) are the main responsible of
the valence-band maximum (VBM). The conduction-band minimum
(CBM) originates from the 3d states of the scandium atom (filled
cyan). The top of valence states is at zero energy.

only slightly the bandwidth, whereas the TB09 functional
will worsen it by about 1 eV. The p states of scandium are
responsible for the deeper bands at around —25 eV, whereas
the contribution of the s states of fluorine appears in the range
of —19 eV. The photoemission data [57,58] show that those
states are located at —28 and —24 eV, respectively. Here, also
we show that GW improves the results by only 1 eV compared
to experiment.

A volume cell optimization for ScF; was carried out in
the framework of local, semilocal PBE, and hybrid func-
tionals PBEO. We found that LDA slightly underestimates
the experimental lattice parameter (3.99 A) and gives a bulk
modulus equal to 74.1 GPa, which is comparable to the value
of 70.2 GPa obtained from Raman spectroscopy [9], whereas
the PBE and PBEO functionals overestimate the experimental
lattice constant and give respectively 4.07 and 4.04 A. The
PBE gives a bulk modulus of 60.5 GPa whereas PBEO
gives 57.5 GPa, in good agreement with the 57 GPa value
obtained from x-ray spectroscopy [8]. This latter agreement
is certainly fortuitous since this functional overestimates the
lattice parameter.

The high hybridization between scandium d bands and
p fluoride bands is not well described within the LDA,
which is reflected in an underestimation of the band gap.
The band gap of ScF; is therefore calculated within the
metageneralized gradient approximation of Tran-Blaha. This
functional produced just a small enhancement of about 0.3 eV
compared to the LDA value. A surprising correction since
this functional is supposed to give the correct gaps in close
agreement with experiment for many sp semiconductors. One
way to adjust the Tran-Blaha functional is to use crpgy as
a free parameter instead of using the expression given in
Eq. (4) to study its effect on the size of the band gap. We
made calculations for ctpgg in the range of [0,2]. As shown in
Fig. 3, an increase of the band gap is observed with respect to
the size exchange amount, until the value of ctpgg reaches the
value obtained self-consistently. Beyond this value the band
gap decreases steadily.
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FIG. 3. (Color online) Change of the band gap as a function of the
value of the ctpgy parameter. (Inset) Kohn-Sham potential along [111]
direction is presented for three special cases, i.e., for the lowest band
gap (orange), the highest band gap (blue), and within an intermediate
band gap (green).

The Kohn-Sham potential of ScFs is presented in Fig. 3
along the [111] direction linking two scandium atoms and
passing through the empty volume of the cube. It presents a
positive peak in the center of the volume for ctggy equal to
1.6 or 2.0, whereas there is no peak in the case of ctgg9 = 0.0.
The peak found in crgoo = 2.0 is similar to the one for the
cases where crpg9 is different from 0.0 and 1.6, with a small
difference in the peak amplitude. In previous studies [59,60],
an adjustment of the parameter crpgy led to an agreement
with the experimental band gap, so increasing the cpgy value
resulted in an increase of the band gap. It is not exactly the
case for ScF;. The parameter ctpoo obtained from our self-
consistent calculation for scandium trifluoride is equal to 1.6,
in good agreement with Tran-Blaha predictions [24] for wide-
band-gap systems, i.e, in the range of 1.4-1.7, whereas for
low-band-gap semiconductors, the predicted value for ctpgg is
between 1.1 and 1.3. To get more insight into the failure of
TBO09 functional to describe properly the band gap of ScFs,
we investigated separately the correction of this functional
to the conduction-band minimum (CBM) and the valence-
band maximum (VBM). We considered TB09 as a first-order
perturbation to LDA eigenvalues:

e’ =P + / oyA [ VEsP ) — Vgrm]d’r, (32)

where pIPA(r) = [WLPA(r)|? is the electron density of the state

n. The band-gap correction of TB09 to LDA is therefore given
by
ae, = [T = AROIE"® - ViR @]a's

= Ae"BM _ AgVBM, (33)

Table I shows the shifts of the top of the valence bands
and the bottom of the conduction bands, the LDA and TB09
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TABLE I. LDA and TB09 band gaps E, compared to experiment (for ScF; in absence of the experimental value, we used our calculated
GW result within the GN plasmon-pole model) and TB09 correction to the LDA for the VBM (AgYBM) and the CBM (Ag“®M). The TB09
corrections as a first-order perturbation to LDA are between parentheses. All values are in eV.

Material E, (LDA) E, (TB09) AegVBM AgCBM E,(Expt.)

ScN —0.11 0.75 0.11(0.31) 0.97 (1.04) 1.3£032144+£02*0.94+0.1eV?
Si 0.46 0.93 —0.59 (—0.58) —0.12(—0.10) 1.17%

ScF; 6.25 6.57 2.63(3.91) 2.95(3.92) 11.16°

LiF 8.79 14.34 1.60(1.68) 7.15(6.72) 14.24

CaF, 6.74 12.9 1.86 (1.94) 8.02(8.05) 11.8¢

AlF; 7.23 13.06 1.95(1.23) 7.78(8.57) 10.8f

YF; 7.53 9.04 1.28(1.47) 2.79(3.12) 12.58

4References [61,62,68].
bReference [63].
¢Our GW value.
dReference [64].
¢Reference [65].
fReference [66].
gReference [15].

band gaps, as well as the experimental band gaps (in absence
of experimental gaps, our GW gaps are taken as reference
for ScF3). The smallest change in this comparative study
corresponds to ScF3, which has a comparable correction to
the conduction and valence bands. Consequently, the two shifts
cancel each other and the resulting correction to the band gap is
negligible compared to other studied materials. The first-order
perturbation correction can be very close to the exact values,
whose correction could be larger than half the gap value in the
case of ScN and CaF,.

Figure 4 presents the integrand of Eq. (32) to the calculated
Ag, as given in Eq. (33) for ScF3 in the (100) plane and AlF;
in the (110) plane. It is clear that the integral of the integrand
for the VBM and CBM will cancel each other for ScF3 but
not for AlF;3. This is due to the fact that the CBM of ScFj is
mostly of e, symmetry and is very localized on the Sc atom
(see Fig. 7) whereas for AlFj it is very extended and shared by
both Al and fluorine (see Fig. 9). The situation is also similar
for YF3 (see Fig. 10).

Despite the use of the semilocal approximation to the ex-
change interaction, which resulted in more localized electrons,
TBO09 does not show a significant enhancement to the band gap
compared to LDA. One reason of this small correction is the
fact that the Tran-Blaha functional failed to describe strongly
correlated d or f states [67]. As indicated in Table I and Fig. 4,
the corrections Ae“®M and AgVBM are very similar in the case
of ScF3, which lead to a very small gap correction Ag,.

The band gap of ScN, where its CBM is composed also of
Sc 3d orbitals, deserves further discussion. Despite several
experimental investigations [61,62,68,71], its fundamental
indirect band gap from I'" to X is still not accurately determined
and further accurate and direct determination of the band gap
of ScN is still needed. The measured values range between
0.94+0.1eV [68]to 1.4 £0.2 eV [62]. Our calculated TB09
value of 0.75 eV improves considerably upon the LDA band
gap and is closer to the lower experimental value and with
the quasiparticle calculations starting from DFT data obtained
using LDA (0.9 eV, 1.14 eV [40]) and optimized effective

potential (OEP) approach (of 0.82 eV [40]). The OEP is equiv-
alent to the exact exchange potential within the Kohn-Sham
formalism of DFT [41]. On the other hand, our quasiparticle
result based on TB09 (1.5 eV), screened-exchange LDA
approach (1.58 eV) [70] and quasiparticle result based on
HSEO06 (1.36eV) [71] support the upper experimental values. It
was argued by Ref. 71 that these higher values can be attributed
to an increase of the optical band gap due to the Burstein-Moss
effect [69]. Moreover, the HSEO6-G W calculations are found
[71] to overestimate the direct band gaps of ScN at the I" to
X points, and the TB09-GW approach has the tendency of
overestimating the band gap [72]. Bearing in mind that LDA
calculations lead to a small negative band gap for ScN (see
Table I), one can conclude that the TB09 functional improves
considerably the band gap of ScN. This conclusion is in accord
with the findings of Ref. 59, which shows that the band
gaps of semiconducting transition-metal compounds are well
described by the TB09 functional. This can be understood as a
result of the p-d hybridization which leads to more extended
CBM states compared to those of ScF3 and YFs;.

Another specific effect resulted from the use of this
functional is shown by the contraction ScF3 valence-band
width by 1 eV compared to LDA. A similar result was
found in oxides and semiconductors, where TB09 strongly
underestimates the valence- and conduction-band widths even
more than LDA [72].

The inadequacy of the TB09 functional to properly describe
the electronic structure of wide-band-gap insulators may be
traced back to the observed instability of solutions obtained
by the variational principle within the self-consistent scheme
due to the high number of iterations needed to reach the
converged results. A perturbative approach [73] to Tran-
Blaha potential can give overall satisfactory results for a
wide class of semiconductors and insulators. However, it
can not be considered as the best method for describing the
electron-electron interaction in semiconductors since it lacks
an exchange-correlation energy whose functional derivative
with respect to the electron density is equal to the v, given
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FIG. 4. (Color online) Calculated integrand of the TB09 correction to the LDA energies given by Eq. (32) for the VBM (left) and the CBM
(right) and for both the cubic ScF; in the (100) plane (top) and for rhomboedric AlF; in the (110) plane (bottom).

by Eq. (1). This might prevent an accurate description of any
energy related properties. Another drawback of this potential
is that it suffers from the same derivative discontinuity as LDA
and GGA.

Because of the lack of measured band gaps corresponding
to the cubic phase of ScF;, and the fact that the band gap
calculated within the density functional theory is just the
difference between the CBM and VBM energies, which is
different from the quasiparticle band gap that is obtained from
the difference of the ionization potential and the electronic
affinity, we cannot therefore fully trust the results obtained
by means of local or semilocal DFT functionals. Extending
our study with hybrid functionals and MBPT will result in
a more accurate electronic structure. This will enable us
to compare our band structure for occupied states with the
existing photoemission spectra of thin film ScF; [57,58].

The study of the electronic structure of small- and medium-
band-gap materials employing the hybrid HSEQ6 is practical.
However, this method underestimates the gap of wide-band-
gap insulators [74]. One way of getting better agreement
with experiment for wide-band-gap materials is to adjust
empirically the mixing parameter « to take into account the
nature of each material [75]. This approach is not pursued in
the present study. We prefer to keep « equal to its default value
to be able to compare on equal footing the results of different
hybrid functionals.

Figure 5 displays the transition energies at various different
high symmetry points of ScF3 Brillouin zone, calculated within
the three hybrid functionals (B3LYP, HSE06, PBEO) and with
the G W approximation described above. The PBEO functional

gives the closest band gaps to the GW values. A use of a
scissor shift can make the values of all functionals coincide
with each other and with those of GW, except at the R point.
A more detailed comparison of band gaps of ScFj is presented
in Table II and will be discussed later.

Figure 6, shows a comparison of the ScF; density of
states calculated within LDA, hybrid PBEO functional, and the
standard G W approximation. Notice that the calculation of the
GW spectral function is computationally more complicated
because the self-energy should be calculated for all frequencies
and k points. Here, we used only the GW quasiparticle

14F T T T T T =
L HSE06 |
v—v B3LYP
e—e PBE0
—eGW
s |
g 12t .
O L
el
=]
<
m | —
> 27 N
eo 101 _—v” \Q 7
g I v—-——"‘"// N
m \
Y
87 1 1 1 1 1
I-r X-X M-M R-R R-T

High Symmetry Points

FIG. 5. (Color online) Calculated band-gap energies of ScF;
with hybrid functionals compared to those of GW within the GN
model.
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TABLE II. Calculated band gaps of scandium trifluoride in eV
with different exchange-correlation functionals and GW plasmon-
pole models (PPm): GN stands for Godby-Needs, HL for Hybersten-
Louie, VLH for von der Linden-Horsch, and FE for Farid-Engel.

ELT  EXX  pMM  ERR  ERT
LDA 6.79 6.84 7.22 7.92 6.25
TB09 7.16 7.16 7.26 7.65 6.57
Hybrid-PBEO 10.10 10.17 10.56 11.29 9.59
Hybrid-HSE06 9.30 9.37 9.76 10.48 8.79
Hybrid-B3LYP 9.40 9.47 9.84 10.54 8.89
GW-PPm-GN 11.68 11.76 12.14 12.89 11.16
GW-PPm-HL 12.75 12.84 13.22 13.96 12.30
GW-PPm-VLH 12.15 12.27 12.79 13.67 11.62
GW-PPm-FE 11.76 11.86 12.30 13.10 11.23
scCOHSEX 14.78 14.88 15.39 16.22 14.31
GW @scCOHSEX 13.98 14.09 14.52 15.29 13.49

energies to determine the DOS. To facilitate the comparison,
we set the VBM at the zero of energy. The figure shows that
PBEO did not improve the valence-band width, whereas GW
increased it only slightly in agreement with photoemission
[57,58]. However, PBEO improved considerably the band gap
by about 3.3 eV and GW produced a band gap of 11.16 eV,
which will remain our best theoretical prediction. The large
shift towards higher energies of the conduction states, either
in PBEO or GW, results therefore in a significant increase of
the band gap compared to LDA.

The HL plasmon-pole model gives unphysical solutions
manifested in the appearance of complex plasmon frequencies,
which lead to imaginary plasmon-pole energies for some off-
diagonal matrix elements [44]. As shown in Table II, the HL
model gives band gaps larger than 12 eV for all high-symmetry
points, which are the largest corrections to the LDA band
structure. This is due to the overestimation of the plasmon
frequency, which results in an underestimation of the Coulomb
screening.

For scandium trifluoride, Table II shows that EF and GN
models give similar corrections whereas the VLH model gives

— LDA
L — GW
18+ ~— PBE0

14F
12}

Density of States (states/eV/cell)

7 2 246 8 10 12 14 16
Energy (eV)

FIG. 6. (Color online) Density of states of ScF; obtained in the
LDA, PBEO, and G W within the GN plasmon-pole model. The VBM
is set to zero for a better comparison (the calculated LDA, PBEO, and
G W values are, respectively, —1.63, —2.35, and —4.26 eV).
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FIG. 7. (Color online) Calculated GW band structure of ScF;
using the GN plasmon-pole model compared to LDA and TB09
results. The top of valence bands is set to zero to facilitate
the comparison (the calculated LDA, TB09, and GW values are,
respectively, —1.63, 1.00, and —4.26 eV). The LDA symmetry of the
orbitals of the VBM (bottom left) and CBM (top left) are also shown.

slightly larger band gaps. Giving the time consuming in the
f-sum rule models and the simplicity of the GN plasmon-
pole model, which produces comparable results to those of
EF model, it is the most appropriate and reliable of the four
plasmon-pole models used in this study.

The GW band structure of ScFs3 is obtained within the
Wannier function interpolation scheme. Figure 7 shows the
quasiparticle GW band structure obtained using the GN
plasmon-pole model. We set the top of valence bands to
zero of energy to facilitate the comparison of GW, LDA,
and TBO9 results. The figure also shows the symmetry of
VBM (bottom left) and CBM (top left). It is clear that the
CBM is composed mainly of Sc e, symmetry and is therefore
very localized whereas VBM is composed of the 2p states
of fluorine. It is interesting to notice that the lowest semicore
states composed of F s states and Sc p states are shifted by only
about 1 eV compared to LDA. However, the conduction-band
width largely due to the Sc d states, is much reduced compared
to LDA. This is due to the more localized nature of Sc d states
within the G W approximation. The figure also shows that both
the valence and the conduction-band widths within TB09 are
much smaller than these of GW and LDA in disagreement
with the valence-band width given by photoemission [57,58].

1. Effect of the starting point in the GW approximation

Accurate quasiparticle wave functions are key ingredients
for calculating several properties of materials such as optical
excitations, energy loss spectra, or x-ray absorption spectra.
It is therefore quite important to choose a good starting
point to conduct GW calculations. A simplified version
of the GW approximation was proposed by Hedin [37],
the so-called Coulomb hole screening exchange (COHSEX),
which is restricted to the static screening and a summation
over only occupied states with a Hermitian self-energy. We
performed a self-consistent COHSEX calculation by updating
both eigenvalues and eigenfunctions. This method tends to
overestimate band gaps, as shown for ScF3 (see Table II). Since
doing the standard perturbative GW calculations starting from
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TABLE III. Effective mass of ScF; in units of m( and the band-
gap pressure coefficients in units of meV /kbar obtained from LDA
and GN plasmon-pole model GW calculations.

miT mT omR R a;’r allf’R a,’f’r
LDA 0.931 0.779 2301 0.818 9.038 14.656 8.782
GW 0.881 0.784 2.281 0.833 10.778 16.665 10.644

self-consistent sScCOHSEX gives a good agreement with the
usual scGW [76], we studied the effect of this last method on
the band gap of ScF; (see Table II). The resulting values with
GW @scCOHSEX are smaller than those with the COHSEX
only, a decrease of 0.8-0.9 eV is observed, but these values are
still higher than the standard GW calculations using LDA as a
starting point. This situation occurs always when handling the
self-consistency of GW of both energies and wave functions.
The self-consistency on GW leads to higher band gaps of
materials.

2. Effective mass and hydrostatic pressure

In order to determine the effect of the GW approximation
on the DFT curvature of bands, we made a comparison in
Table III of the effective mass corresponding respectively to
an electron in the bottom of conduction band and a hole in
the top of valence band. The large effective mass of the top
valence band observed at R point (larger than 2) is due to the
localization of fluorine p states, whereas the cationic nature of
conduction bands gives rise to a more dispersive band leading
to low electron effective mass. The high value of the hole
effective mass results in a low mobility in ScF;.

Figure 8 displays the variation of the GW direct and indirect
band gaps at I" and R points. A compression of ScFs leads to
an increase of band gaps, whereas a dilatation decreases them
(a 5% increase in the cell volume results in 0.8% decrease in
the band gap).

As shown in Fig. 8, the energy band gaps corresponding
to I'-I', R-R, and R-T" transitions present a linear behavior
as a function of the logarithmic scale of the relative unit cell
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FIG. 8. (Color online) Variation of the GN plasmon-pole model
GW band gaps of ScF; with respect to the change of the logarithm
of the relative unit cell volume.
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FIG. 9. (Color online) Calculated LDA and TB09 band structures
and total density of states of AlF;. The GW band gap is also displayed.
The VBM is set to zero of energy to facilitate the comparison (the
corresponding LDA, TB09, and GW VBM values are, respectively,
—1.04, 091, and —3.79 eV). The LDA orbital symmetries of the
VBM (bottom left) and the CBM (top left) are also shown as well as
the fluorine s and p (F;, F),), aluminum s and p (Aly, Al,), and Sc d
(Scy) (right) DOS:s.

volume. All calculated values of volume deformation potential
are negative. The pressure coefficients are derived from the
volume deformation potential using an empirical rule [77]. The
G W method gives larger values than LDA coefficients because
LDA underestimates the band gap pressure coefficients [78].
The variation of the ScF; band gaps with pressure are
not available so our quasiparticle band gaps will remain a
prediction.

3. Electronic structure of AlF; and YF;

AlF; crystallizes in the R3c structure [Fig. 1(b)], which
is the same structure of ScF; in its high pressure phase.
We choose to study this material using its rhombohedral
coordinates rather than its hexagonal ones because in the latter
one should use six units formula per unit cell. The aluminum
atoms occupy the corners of the rhombohedron in the R3c
structure, and the fluorine atoms are at the Wyckoff coordinates
(0,0.42,0.25). The number of atoms per until cell is eight,
which makes the GW calculation more time consuming.

Figure 9 displays the LDA and TB09 band structures and
the total density of states of AlF;. The VBM is set to zero
of energy to facilitate the comparison. In all calculations,
AlF; has a direct band gap at I point. The LDA band gap
is 7.23 eV in agreement with that of Chen et al. [23], whereas
the TBO9 functional gives a large gap, reaching 13.06 eV,
induced by an upward shift of the CBM and VBM by 7.78
and 1.94 eV, respectively (see also Table I). As shown in
Table IV, the LDA band gap is much smaller than the one
obtained within TB09. The large opening of the band gap with
TBO09 is expected, since this functional gives a better gaps
for materials without d electrons (both the VBM and CBM
are formed form sp-type bonding as shown in the left panel
of Fig. 9). This is also confirmed by our GW result, which
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TABLE IV. Calculated band gap of AlF; and YF; in eV using
different exchange-correlation functionals and GW approximation
within the GN plasmon-pole model compared to experiment.

Compound LDA TB09 PBEO GW Expt.
AlF; 7.23 13.06 11.19 12.98 10.8%
YF; 7.53 9.04 11.04 12.02 10.53% 12.5¢

4Reference [66].
bReference [80].
‘Reference [15].

is in good agreement with TB09. The only drawback is that
the TB09 valence-band width is drastically reduced by about
2 eV compared to our LDA and that of Ref. [23]. However,
both the GW and TB09 gaps seem to be much higher than
the experimental one by about 2.2 eV (see Table IV). This
is at first surprising since the GW calculated gaps usually
agree well with experiment. However, the experimental band
gap presented here is obtained from AlF; deposited over
SiO, and which consists of nanocrystallites embedded in an
amorphous matrix. It is not clear from the paper whether AlF;
is partly amorphous or not. It is not therefore clear whether
this experimental band gap represents accurately the bulk band
gap of AlF;. Other experimental data using an energy loss
spectrum of 500 eV electrons reflected from an AlF; thin film
on Cu(100) gives a band gap of 10 = 0.2 eV. This latter value
is less accurate as their energy loss spectrum shows a large
broadening into the gap region [79]. The value of the latter
band gap should be expected to be larger. We believe therefore
that the GW value of AlF; gap of about 13 eV will remain to
be confirmed by future experimental data. The fact that PBEO
gives the closest band gap to G W approximation from the three
studied hybrid functionals, we limit the study of AlF; by hybrid
functionals to the PBEO one in order to determine the effect
of an additional amount of the exchange-correlation potential.
Table IV shows that the PBEO band gap is much reduced
compared to GW and TB09 and only slightly increased with
respect to the available experimental value. Like for ScF;
PBEO, seems to underestimate the band gap by about 1.8 eV.
YF; has the Pnma structure, as AlF; in the high-
temperature phase [Fig. 1(c)]. The unit cell has 16 atoms,
which makes the hybrid functional and GW calculations very
time consuming. We therefore only produce the GW band gap
for this material. The d electrons of yttrium are considered as
valence electrons. Figure 10 displays the LDA and TB09 band
structures and the total density of states of YF5. In the LDA,
it has an indirect band gap: the top of valence band is located
at Z point and the bottom of the conduction band at I" point.
The LDA band gap is 7.53 eV and is in good agreement with
the result of Vali [25]. However, the direct band gap at the '
point is only slightly higher by about 0.05 eV since the top of
the valence energy at I and Z differ only by 0.05 eV. When
the exchange-correlation potential is calculated within TB09
functional, the band gap is direct at the Z point and is 9.04 eV.
Here again the VBM at Z is only slightly higher than that at
the I' point by 0.2 eV. Unlike ScF3, there is an increase by
1.51 eV when compared to the LDA value but is still much
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FIG. 10. (Color online) Same as the previous figure but for YFs;.
The calculated LDA, TB09, and GW VBM values are, respectively,
3.34,4.62, and —0.75 eV.

small than the lowest experimental value [80]. The hybrid
PBEO gives also a direct band gap at the Z point of 11.04 eV,
which is between the two experimental values [15,80]. This
PBEO gap is, however, only 0.05 eV larger than the direct band
gap at the I" point. The GW band gap value is 12.02 eV and
is higher than that of PBEO and seems to agree more with the
experimental value of Pankratov and coworkers [15]. The LDA
band width of 3.8 eV is also in agreement with the calculation
of Vali [25] and valence-band full width at half-maximum
of 3.5 eV obtained by x-ray photoelectron spectroscopy [81].
Note that the TB09 band width is much smaller compared
to experiment (see Fig. 10). The LDA calculated binding
energy of the fluorine 2s and Y 4p (see Fig. 10) are 21 and
18 eV, respectively, and are also in good agreement with the
corresponding experimental results [81] of 21.5 and 17.6 eV,
determined with respect to the binding energy of fluorine 2p
states.

IV. CONCLUSION

The electronic structure for scandium trifluoride is per-
formed in the framework of various DFT hybrid functionals
and GW method using four different plasmon-pole models.
A failure of the Tran-Blaha TB09 functional to describe
appropriately the band gap of ScF; was shown and justified. A
comparison between three hybrid functionals and GW results
for wide band gap insulators was investigated. Relying on these
observations, we calculated the electronic structure of YF;
and AlF; with TB09, the hybrid PBEO functional and GW
approximation. The performance of TB0O9 to the three con-
sidered trifluorides differs according to the presence/absence
of d electrons, and its failure in the case of ScF3 and YF;
is mainly due to high localization of the conduction band
minimum states which have almost pure d character. The TB09
valence-band width seems also to be excessively localized
compared to those obtained within LDA, hybrid functionals,
or GW. As a byproduct, a detailed comparison of the different
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GW plasmon-pole models presenting the dynamical effects
of the screened electronic interaction leads to the conclusion
that the GN plasmon-pole model is the simplest model for
the description of the electronic structure of wide-band-gap
materials.
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