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We report on the nonlinear optical response of a monochiral sample of (6,5) single-wall carbon nanotubes by
means of broadband two-color pump-probe spectroscopy with selective excitation of the S;; excitons. By using
a moment analysis of the transient spectra, we show that all the nonlinear features can be accurately accounted
for by elementary deformations of the linear absorption spectrum. The photogeneration of S;; excitons induces
a broadening and a blueshift of both the S;; and S,, excitonic transitions. In contrast, only the S; transition
shows a reduction of oscillator strength, ruling out population up-conversion. These nonlinear signatures result
from many-body effects, including phase-space filling, wave-function renormalization, and exciton collisions.
This framework is sufficient to interpret the magnitude of the observed nonlinearities and stress the importance
of intersubband exciton interactions. Remarkably, we show that these intersubband interactions have the same
magnitude as the intraband ones and bring the major contribution to the photobleaching of the S,, excitonic

1

transition upon S;; excitation through energy shift and broadening.
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I. INTRODUCTION

Single-wall carbon nanotubes are unique nearly one-
dimensional nanostructures that trigger a wealth of investiga-
tions regarding both academic aspects and applications. The
possible geometries of these hollow cylinders, known as chiral
species, give rise to a large variety of electronic properties that
are uniquely related to their structure [1]. The electronic and
optical properties of carbon nanotubes reflect large electronic
correlations leading, for instance, to the formation of strongly
bound excitons, even at room temperature [2,3]. At higher
excitation densities, electronic correlations give rise to a
number of new signatures related to the exciton-exciton
interactions, including exciton-exciton annihilation [4] or the
formation of biexcitons [5] or trions [6] below the S;; excitonic
transition. These nonlinear effects are already successfully
exploited for applications as saturable absorbers in ultrafast
lasers, for instance [7]. In contrast to other semiconducting
nanostructures, the magnitude of these interactions is strongly
enhanced by the one-dimensional geometry of the nanotubes
[8]. Besides excitonic complexes and exciton annihilation,
many-body effects also induce broad spectral range optical
signatures such as band-gap renormalization or collisional
broadening [9]. In contrast to excitonic complexes, such effects
are best detectable at photon energies larger than that of the
lower excitonic transition.

In most of the previous studies, however, such effects
were blurred because of the spectral congestion of optical
transitions due to the use of polychiral suspensions [10,11].
As a consequence, most of the previous pump-probe studies
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have been interpreted in terms of simple photobleaching
(PB) and photoabsorption (PA) bands respectively assigned
to state filling effects (Pauli blocking in a molecular picture)
and absorption from long-lived excited states to upper states
[11-13]. This empirical approach to the nonlinear optical
properties of carbon nanotubes suffers from two main issues:
first, the molecular picture does not take properly into account
the bosonic nature of the excitonic excitations, and secondly,
the PA bands require the introduction of ad hoc upper states
that are not supported by calculations of the electronic structure
of the nanotubes.

In this study, we present a broad spectral range investigation
of the optical nonlinearities in a monochiral ensemble of
carbon nanotubes. We focus on the case of a low-energy
(S11) pumping scheme that is more suited to unveil many-
body effects beyond simple phase-space filling effects. We
use an intrinsic analysis method based on the moments of
the transient absorption spectra that does not require any
assumption about the line shape of the transitions. We show
that the photocreation of Sj; excitons induces a broadening
and a blueshift of both the S;; and S,, lines of the order of
a few meV. In contrast, the reduction of oscillator strength
is observed only for the S;; transition, showing that strong
changes in the S, absorption band can be obtained through
nonlinear intersubband interactions even if the S,, population
remains negligible. Furthermore, by using combinations of
nonlinear signals, we can eliminate the (unknown) exciton
density and access in the most possible intrinsic way to the
microscopic parameters. All these experimental observations
can be accounted for in a simple and unified description
of many-body effects in carbon nanotubes, based on a
mean-field perturbative approach that generalizes to the one-
dimensional case the calculations previously developed for
two-dimensional nanostructures [14,15].
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FIG. 1. (Color online) A broadband nonlinear absorption spec-
trum (black) 1 ps after §;; excitation at a fluence of 2 x
10" photons cm™2. Fit (red) of the data using a direct deformation
(including reduction of oscillator strength, shift, and broadening) of
the linear absorption spectrum. Probe energy references for Fig. 2
(vertical dashed lines). Inset: linear absorption spectrum.

II. EXPERIMENTAL SETUP AND SAMPLES

The sample consists of an aqueous suspension of (6,5)
enriched carbon nanotubes encapsulated in micelles purchased
from Nanolntegris. The suspension is placed in a 1-mm-thick
quartz cuvette for the measurements of both the linear and
nonlinear properties. The linear absorption (xg) spectrum is
displayed in the inset of Fig. 1. It consists of two main lines
at 1.25 and 2.2 eV corresponding to the excitonic transitions
of the first and second subbands, respectively, the so-called
811 and Sy, transitions. In addition to these main features,
weaker resonances are attributed to phonon sidebands [16]
and possibly remaining minority chiral species. Finally, these
resonances lie on a flat absorption background attributed to
both an intrinsic nonresonant contribution [17] and to various
impurities [ 18]. We delineate those two contributions by means
of a thorough comparison of the absorption spectrum with the
photoluminescence excitation spectrum (PLE) of the same
suspension, which allows us to access the truly intrinsic
absorption of the (6,5) species [17] in the [1.4-3 eV] window.

The nonlinear signals are obtained from copolarized pump-
probe measurements at a subpicosecond time scale. The pump-
probe setup is based on a visible optical parametric amplifier
(OPA) pumped at 400 nm by a frequency doubled amplified
Ti:sapphire laser at a repetition rate of 250 kHz. Part of the
continuum generated in a sapphire crystal to seed the OPA is
picked up to serve as a probe beam, whereas the signal or idler
beams of the OPA are used as a pump. The wavelength can be
tuned continuously from 445 to 1200 nm (1 to 2.8 eV) with
a spectral width of the order of 15 meV. In the following, the
pump energy is fixed at 1.25 eV in resonance with S}, except
when otherwise specified. The probe beam is further filtered
by a monochromator (5 nm bandpass) after passing through
the sample [19]. The instrumental response of the setup was
measured by stimulated Raman scattering in water and gives
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FIG. 2. (Color online) Relaxation dynamics of normalized tran-
sient absorption after S;; excitation for probe energies given by the
dashed vertical lines of Fig. 1 (same color code). The black dashed
line corresponds to a t~%47 normalized decay. Inset: normalized
nonlinear absorption spectra excited at 1.26 eV, fluence of 3.2 x
10" photons cm™2, for different pump-probe delays.

an overall temporal resolution of 270 fs. The chirp of the probe
beam was measured and numerically corrected in the data.

III. TRANSIENT SPECTRA AND
QUANTITATIVE ANALYSIS

The nonlinear broadband spectrum shown in Fig. 1 consists
of photoabsorption (A« > 0) and photobleaching (A« < 0)
bands near each excitonic resonance. The signal in the S5,
spectral range is about ten times smaller than in the S; range.
The shape of the (normalized) nonlinear spectra does not
depend on the pump-probe time delay (see inset of Fig. 2)
or on the pump wavelength (as already reported in Ref. [13],
for instance). Neither does it depend on the fluence except
in the very first picoseconds after excitation at high fluence
(above 10" cm™?).

In order to determine the origin of the nonlinear signal,
we first focus on the relaxation dynamics of the transient
absorption for different probe frequencies (Fig. 2). The
relaxation of the transient absorption resonant with Sj; is
known to follow a Acw(t) oc t~'/2 decay law from a few
picoseconds up to 1 ns after excitation of either the S;; or
Sy, transitions [13,20], independently of the pump power
[21]. Zhu et al. also showed that the transient absorption at
Sy, follows the same dynamics [13]. This decay is typical
of a diffusion limited annihilation reaction between identical
particles in a one-dimensional material [22,23]. In the case
of carbon nanotubes, this relaxation is interpreted as exciton-
exciton annihilation [13,21], which is known to be significant
in strongly confined systems [24]. Figure 2 shows that the
same dynamics is also observed in the nonresonant transient
absorption on both sides of the excitonic transitions. The PB
and PA bands clearly display the same relaxation dynamics,
indicating that all nonlinear features stem from a unique
physical origin, namely, the dynamics of the lower energy
S11 excitations.
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We now turn to the physical origin of these nonlinear
signatures by investigating systematically the spectral shape of
the transients. We achieve a simple and consistent description
by considering a minimal set of many-body effects that is
able to account for the nonlinear optical signatures on a very
wide range of probe energies. These nonlinear signatures are
interpreted as consequences of the presence of §j; excitons
in the nanotube leading to phase-space filling, wave-function
renormalization, and excitonic collisions. These effects re-
shape all the excitonic resonances and can be accounted for by
elementary deformations of each excitonic line S;;: reduction
of oscillator strength Af'?, energy shift AE’, and broadening
AT with respect to the equilibrium values f’, E{, and T'}'.

In a first approach, elementary deformations are separately
applied to the linear spectrum near S;; and S, resonances
in order to reproduce qualitatively the nonlinear spectra. This
approach allows one to fully reproduce the experimental data
as can be seen in Fig. 1 (red curves). Computing this nonlinear
spectrum requires two precautions. First, the spectrum bound-
aries must be chosen so as to avoid extrinsic contributions
such as the ones of minority chiral species that are not reso-
nantly excited by the pump. Otherwise, the procedure would
generate artifacts. Similarly, the influence of multiexcitonic
complexes, which is well documented [5,25], has not been
introduced, such complexes giving specific signatures below
1.1 eV in the case of (6,5) nanotubes. Secondly, the extrinsic
absorption background has to be subtracted from the linear
spectrum before applying any deformation in order to obtain
areliable simulated nonlinear spectrum. This background can
be accurately evaluated from PLE measurements [17]. This
background correction method, however, is not applicable
near the S;; resonance due to overwhelming elastic scattering
in the PLE spectrum. Nevertheless, the computed nonlinear
spectrum successfully reproduces the PA and PB band profiles,
especially their asymmetry and relative amplitudes. This
indicates that the three elementary deformations considered
in this description are sufficient to accurately reproduce the
nonlinear spectra. Reciprocally, we note that all three of these
contributions are necessary, except Af22. In fact, considering
only areduction of oscillator strength (A f < 0) would produce
asymmetric PB band, whereas a simple energy shift A £ would
give rise to a derivativelike profile composed of a pair of PB
and PA bands of similar amplitude, and a plain broadening AT’
would lead to a PB band surrounded by two symmetrical PA
bands.

In order to get a more quantitative insight into the many-
body effects responsible for these nonlinear signatures, we now
use the moment analysis technique. This method is particularly
well suited to quantitatively determine the characteristics of
a band of arbitrary shape [26] and is insensitive to most
of the limitations mentioned above. The oscillator strength

il the mean energy Ej/, and the width T')/ are defined,
respectively, as the zeroth, first, and second moment of the
linear absorption of the corresponding line. This method
does not require any assumption regarding the line shape
of the resonances, all the parameters being defined in an
intrinsic way through integrals of the spectrum near the
resonances. Practically, the oscillator strength reads fj' =
[xp @ (EYdE/(AE), the energy position of the resonance
reads Ej = [\, Eaf(E)dE/(fj' AE), and the width T'{f
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FIG. 3. (Color online) Relaxation dynamics of the elementary
deformations of S;; (a) and S,, (b) bands with S;; excitation at a

fluence of 3.2 x 10'* photons cm™2.

is given by (I'{)* = [, (E — Ej) o (E)dE /(f{' AE). Ap-
plied to the nonlinear spectra, this method gives access to the
elementary deformations as a function of the time elapsed
since excitation [Figs. 3(a) and 3(b)] according to

.. 1 .
Af'1t) = — Ad''(E,t)dE
S N a''(E,t)
for the oscillator strength,
AE"(t) = E"(1) — E{f

with

E'(1) = — / Elag(E) + Aa' (E,1)|dE
TAE JaE

for the energy shift, and
AT (1) =T"(t) — T}

with

M) = [E — E" ()P ao(E)+ A (E.D)IAE

'AE JaE

for the broadening. We used an integration window of [1.16—
1.36 eV] and [1.95-2.55 eV] for analyzing the nonlinear
changes of the S1; and S, transitions, respectively. Basically,

155423-3



BENJAMIN LANGLOIS et al.

10 F
i 3 v
8]
S 64 3
o i
E ]
o i
Q44
] AE = -39 Af/f, (meV)
2_- pump S;; 1.6x10'° cm™2
] / 2x10"% cm™
O T T T T I T T T T I T T
0 0.1 0.2

-Af/fo

FIG. 4. (Color online) Energy shift and broadening (inset) of the
S11 excitonic transition as a function of the change of oscillator
strength of the same transition, extracted from the moment analysis
(see text) for a resonant pumping of the S; transition and for several
excitation densities.

Fig. 3 shows that the three contributions to the S;; nonlinear
spectra are of similar amplitude and thus are of equal
importance to appropriately describe the nonlinear signals.

We first focus on the reduction of oscillator strength in
each subband. Indeed, we shall see in the theoretical section
(Sec. IV) that it fairly reflects the excitonic population of the
same subband (Af* o n''). In order to follow the excitonic
population relaxation in the first and second subbands, we thus
compare the dynamics of their respective A f after excitation
on Sy; [Figs. 3(a) and 3(b)]. Strikingly, Af??/ fo22 becomes
completely negligible within a few picoseconds, whereas
Af" /£ remains sizable for several tens of picoseconds.
This means that the S», population becomes negligible within
a picosecond even though a small up-conversion from the
S11 state can be seen in the very early delays. Note that
the same ultrafast disappearance of the S;, population is
observed upon direct pumping of the S, transition or at
higher energy (not shown), which confirms that the dynamics
of the two types of excitons is very different, the upper one
showing a much reduced lifetime [27,28]. We emphasize that
the dynamics of Af?? is quite singular as compared to the
dynamics of the change of absorption of this band. This
means that the bleaching of the S, band originates from other
processes than band filling. We end up with the picture that
within a few picoseconds electron-hole pairs populating Sy,
states are predominant in the nanotube. The absence of Sy
population after excitation by the pump pulse is consistent
with calculations of exciton relaxation from Sy, to S;; implying
efficient TO- and LA-phonon emission in less than 300 fs [29]
(inset of Fig. 3).

AE'" and AT! are plotted against Af'! in Fig. 4. The
experimental values of the broadening are compatible with
our previous studies using spectral hole-burning experiments
[9], although the experimental conditions are quite different
(chiral distribution, temperature, etc.) showing that these
nonlinear properties are essentially intrinsic. As we shall
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see in Sec. IV, the energy shift and broadening naturally
scale with the exciton binding energy E;,. Our study shows
that AT /E, = 0.05Af"/f, with E, =350 eV, which is
consistent with the relation AT'''/E, = [0.02 — 0.1]1Af'/f,
obtained by Nguyen et al. [9]. We note that this previous study
did not mention any spectral shift. This actually points out
an important difference between the two methods. Spectral
hole-burning experiments in an inhomogeneous distribution
yield an average of the nonlinear signals over a spectral
window equivalent to the homogeneous linewidth. In contrast
to the oscillator strength reduction and to the broadening, the
change of absorption due to an energy shift is an odd function
with a vanishing average value. We actually estimated that
in our previous (hole-burning) study the residual effect of a
spectral shift would be at least one order of magnitude lower
than the two other contributions [9] due to this averaging effect.

In contrast, in this chiral enriched sample showing little
inhomogeneous broadening, we observe that the photoexci-
tation of carbon nanotubes consistently leads to a blueshift
of the excitonic resonances. We note that such a blueshift
of a few meV at high excitation is commonly observed in
other semiconductor nanostructures (see, for instance, Refs.
[26,30]). In the case of carbon nanotubes a blueshifted PA
was reported in several studies for short time delays, whereas
at longer time delays, transient spectra were tentatively
interpreted with redshifts of the lines [8,10,13,31]. We do
not observe such redshift in our data. This inconsistency
in the literature is probably due to the use of polydisperse
samples in several of these studies that prevented a fine
identification of the spectral changes. As a consequence, the
physical interpretation also remained quite elusive: these PA
bands were tentatively assigned to transitions to the biexciton
[10], to a speculative transition to the two-exciton S;; manyfold
[13], to the Stark shift induced by photoinduced free carriers
[31] or to the coupling with nonequilibrium hot phonons [8].

Finally, we observe a linear relationship between all the
nonlinear quantities over time (Fig. 4), which clearly shows
that they share the same dynamics, independently of the
pump power, in agreement with a common physical origin.
Quantitatively, this linear relationship reads AE!'!(meV) =
—(39 j:S)Af”/fO“. The broadening of the S;; resonance
also presents a linear relationship with Af!! (inset of Fig.
4): AT (meV) = —(19 £ 5)Af"/f,!. Interestingly, Fig. 4
shows that despite a possibly complicated (multicomponent)
time decay, the evolution of one of these parameters as a
function of another shows a simple linear relationship over a
large span (two orders of magnitude) of initial carrier density.
This shows that the three parameters share the same exciton
density dependence (cf. Sec. IV D).

IV. MODELING OF MANY-BODY EFFECTS

In order to connect the macroscopic nonlinear signatures
Af, AE, and AT to the underlying microscopic many-body
effects, we developed a lowest order calculation of these
effects by generalizing to the one-dimensional case the models
established for two-dimensional nanostructures [14,15], which
are based on a first order perturbative mean-field approach.
From a qualitative point of view, these many-body effects
can be split into two main contributions. The first one is the
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FIG. 5. Exciton energy dispersion and schematic representation
of the quasielastic exciton-exciton scattering process for the intraband
case (a) and intersubband case (b).

so-called phase-space filling (PSF) effect that is reminiscent of
the Pauli principle acting on the fermionic components of the
excitons (composite bosons). It mainly gives rise to a reduction
of the oscillator strength A fpsg. The second one is related to the
Coulomb interactions which give rise to several contributions,
including short-range effects such as exchange interaction,
direct interaction, or exciton wave-function renormalization
(EWR) and long-range effects (screening).

The contribution of the direct Coulomb interaction vanishes
in the particular case of carbon nanotubes because of the
identical effective masses of conduction electrons and holes
[32]. For two-dimensional nanostructures, the exchange of
one fermion between two excitons gives rise to a blueshift
as long as the momentum exchanged during the process
is small as compared to the inverse of the excitonic Bohr
radius [15,33]. In our experimental conditions, we therefore
anticipate a blueshift due to this effect. The EWR results
from the corrections to the exciton wave function when taking
into account the Coulomb perturbation. It mainly redistributes
the oscillator strength of the transition, giving an additional
contribution A fgwr. Finally, the screening of the Coulomb
interaction by the population of excitons gives corrections
to all the previously mentioned terms, leading to an overall
redshift. The screening by excitons is, however, much weaker
than that due to free carriers, especially in the case of carbon
nanotubes where the small Bohr radius of the exciton reduces
considerably their polarizability [2]. Furthermore, it is well
established that such screening is strongly suppressed in
reduced dimensionality systems [14]. In a classical picture, this
results from the impossibility for counter charges to surround
the test charge. In the following, the effects of excitonic
screening will be neglected. As a consequence, the calculated
nonlinear effects shall be considered as upper bounds. Finally,
we also take into account the broadening resulting from
the interaction between the excitons belonging either to the
same or to separate subbands. This broadening arises from
both the direct exciton-exciton annihilation (EEA) processes
that give rise to a lifetime reduction and from quasielastic
exciton-exciton scattering (EES) within a given subband or
across a pair of bands (Fig. 5).

In line with previous works, we use the contact interaction
approximation to regularize the Coulomb interaction [Eq. (1)],
which is justified by the very small Bohr radius in carbon
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nanotubes [24].
Veontact = —U8(r) (1)

with U > 0. The value of U is set by the scaling law with the
exciton binding energy Ej, which is known from experiments
[2,34].

uU? 12

E, = —— = —_—,
DY 2ur

@

where u stands for the reduced electron-hole effective mass
and rp stands for the exciton Bohr radius.

Finally, the S;; exciton relative motion wave function for
the 1§ state reads

o(r) = Jir_Bexp(—WrB), 3)

which gives in the k space:

4 —zﬁ—l )
TN LU+ gk

where L stands for the length of the nanotube so that

Siloel> =1,

A. Reduction of oscillator strength

The PSF contribution to the reduction of oscillator strength
for a total number of excitons N is obtained following
Ref. [14]:

foox Y Gidw — f oY di(1—Nige e, (5)

k. k' k. k'

which yields up to first order in the exciton density n:

Af Y3
—| =-N = —Zrpn. 6
fO PSF Z¢k ern ( )

Beyond phase-space filling, an important consequence of
the presence of excitons arises from the Coulomb interaction.
To first order in perturbation theory, the Coulomb term gives
a modification of the exciton wave function, which in turn
leads to an additional contribution to the change of oscillator
strength of the excitonic transition. We obtain

N Z(1S|H—H0|k/)
Jolewr 2 % —(Eb+%ﬁ/2)

c.c. 7

where [1S8) =), ¢«lk) and c.c. stands for the complex
conjugate. The calculation yields

A N Vi (97 — d2w
Y T S SR
fo EWR E, Z¢k [y 1+ 2E,

= —rgn. ®
Finally, the total reduction of oscillator strength reads

Afy _Af LA

5
= + =—Zrgn.  (10)
fole  flese f 2°

EWR
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B. Energy shift

To first order in perturbation theory, this Coulomb inter-
action can be treated in the Hartree-Fock approximation and
leads to an energy shift of the excitonic transition that can be
calculated as follows:

AE = E — Ey = (1S|H — Hy|1S) (11)
= > ¢} (kIH — Holk ). (12)
kK

where

(k|H — Holk') = =8 Y Viar N > + View N e .

k//
13)
Using the contact interaction approximation [Eq. (1)], yields
U
AE = En = E,rpgn. (14)

C. Broadening

Exciton-exciton scattering results in a global broadening
of the lines. This exciton collisional broadening consists of
two contributions, namely, the EEA and the EES [9]. In the
former process, the collision between two S;; excitons results
in the annihilation of one of them, whereas the second one
is promoted in a higher level. This process is responsible
for the exciton population decay observed in time-resolved
measurements (Sec. III). This reduced population lifetime
automatically results in a minimum broadening of the line
given by (h/n)(dn/dt). Using the proportionality between
the reduction of oscillator strength Af/fy and the exciton
population [Eq. (10)], we estimated this contribution by
numerically computing the quantity (fo/Af)[d(Af/fo)/dt]
from the data of Fig. 3. In the case of the S;; transition, we
found that the broadening induced by the diffusion-limited
Auger scattering reaches a maximum of 0.2 meV in the first
picosecond and remains below 0.02 meV for delays larger
than 5 ps. This EEA induced broadening is much smaller
than the experimentally observed broadening (Figs. 3 and
4). Therefore, we conclude that EEA brings a negligible
contribution to the global broadening.

In the EES process the dephasing of the Sj; transition
results from quasielastic intraband exciton-exciton scattering
[15] [Fig. 5(a)]. This scattering rate can be calculated in a
self-consistent way until it remains small with respect to the
natural linewidth of the transition. This is always the case
in our experimental conditions where I'g >~ 25 meV, while
AT < 5 meV. Following Ref. [9], we obtain

ATlggs = 2Eprpné(b), s5)

Eb)=2b [dq 95 and  |I(g)| = o —
m with b = h?/(8urgl’). For E, =350 meV,
giving rg=15nm, and ' Ty =25meV, we find
&(b) = 0.71. In total, the overall broadening reads

where

AT = 1.4E,rgn. (16)
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FIG. 6. (Color online) Energy shift of the S,, excitonic transition
as a function of the one observed on the S, transition for a resonant
pumping of the Sy, transition and for two excitation densities. Inset:
broadening of the S,, excitonic transition as a function of the one
observed on the §;; transition for a resonant pumping of the Sj;
transition and for the same excitation densities.

D. Comparison with experiments

We first note that our theoretical approach is based on a first
order perturbative theory which leads to corrections that are
linear in exciton density. These corrections may, however, be
nonlinear in pump intensity since the photocreated population
may result from nonlinear population decay mechanisms (such
as Auger processes, for instance). Since the evaluation of the
exciton population is always indirect, we rather choose to work
with ratios of nonlinear quantities (such as energy shift and
broadening, for instance) in order to eliminate this exciton
density. Importantly, the fact that we observe a linear behavior
(see Figs. 4 and 6) means that the first order approximation is
sufficient. Quantitatively, we estimate that the exciton density
we reach in the present experiments never exceeds 10% of the
Mott density 1/rp, which ensures that second order corrections
are at least one order of magnitude weaker than the main
contribution.

We first discuss the nonlinear shift of the excitonic
resonances. Importantly, this correction mainly results from
the exchange interaction and always gives a blueshift of
the excitonic transition. This effect is usually suppressed in
three-dimensional materials due to the long-range screening
which is no longer efficient in reduced dimensionality. This
prediction is in striking agreement with our experimental
observations that consistently show a blueshift whatever the
excitation density or wavelength.

The most convenient way to make a quantitative compari-
son between the theoretical predictions and the experimental
results is to compare the energy shift to the relative reduction
of oscillator strength (Fig. 4). By doing so, we can eliminate
the exciton density and the saturation density (1/rg), both
of which are difficult to assess accurately. The only free
parameter in this comparison is the exciton binding energy.
This latter is known from previous experimental studies
based on two-photon fluorescence spectroscopy [2,34] and is
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of the order of 350 meV. Importantly, this value is highly
sensitive to the microscopic dielectric surrounding of the
nanotube, but the sample of the present study and that of
Refs. [2,34] are very similar in this respect. Finally, we
obtain from our measurements the constant ratio % o~
—0.13 £ 0.01, whereas the theoretical prediction yields —0.4.
Thus, theory and experiment agree within a factor of 3, which
is satisfactory in terms of order of magnitude. Several reasons
can explain the residual discrepancy. Obviously, screening
(that was neglected in our calculation) would redshift the
transition, which would reduce the predicted blueshift and
bring it closer to our observations. However, as already
discussed above we do not anticipate this effect to be strong
for excitons in a confined geometry. Another possibility would
be that some of the excitons split into free electron-hole pairs
through exciton-exciton collision, leading to much stronger
screening [31,35,36]. In the same time, it was predicted that
such electron-hole plasma would enhance the reduction of
oscillator strength when the temperature is much lower than
the exciton binding energy, which is the case for carbon
nanotubes [14]. Another limitation of the model above lies in
the contact interaction approximation that may overestimate
the short-range interaction at the expense of the long ones,
leading again to a global overestimate of the blueshift.
Regarding broadening, our measurements give the constant
ratio %//fE: ~ —0.05 £0.01 (cf. inset of Fig. 4), whereas
the theoretical prediction yields —0.57 [Egs. (10) and (16)].
Similarly to the blueshift effect, the absence of screening of
interactions by electron-hole pairs may explain the excessive
theoretical value for the broadening. In addition, we note that
the contact interaction approximation yields an underestimate
of the excitonic Bohr radius [37], which in turn leads to an
overestimate of the EES broadening. For instance, if we allow
the Bohr radius to reach 2.5 nm, in agreement with several
experimental reports [9,38], we obtain A’ = 0.45E,rgn
and thus 277% ~ (0.2 in agreement with the experimental

. Al 7T
observations within a factor of 4.

V. INTERSUBBAND TRANSITIONS

In agreement with previous reports [8,13,31], we observe a
nonlinear signal at the S5, transition upon resonant excitation
of the §); transition. Remarkably, we show that this signal
consists of energy shift and broadening contributions only. The
absence of oscillator strength reduction of the $,, transition
after 1 ps shows that there is no significant population created
on Sy upon Sj; excitation. As we shall see in the following
sections, energy shift and collisional broadening may arise
from intersubband processes. In contrast, such intersubband
processes do not give rise to any significant change of oscillator
strength. Getting back to the model of Sec. IV, we observe that
the PSF contribution vanishes for such intersubband processes
since the probed excitonic states (Sz;) are not built from
the states populated by the S;; excitons. In addition, the
EWR contribution to the reduction of oscillator strength is
also strongly reduced for intersubband processes due to the
denominator proportional to the energy difference [14]. We
thus expect this contribution to be five to ten times smaller
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than in the intraband case, in agreement with the experimental
results.

This absence of a sizable S, population does not conflict
with the 1/4/f decay law that implies a bimolecular exciton-
exciton annihilation and possibly upper bands population
through Auger up-conversion, but rather shows that the
coupling between the upper and the lower subbands through
phonon emission is so fast that the resulting population on S,
remains negligible. This is consistent with previous experi-
mental studies [27,28] showing an intersubband coupling rate
on the order of 20 ps~!.

A. Energy shift

The nonlinear signal observed on the Sy, transition results
only from interactions between S;; excitons photocreated by
the pump and Sy, excitons photocreated by the probe. These
interactions lead to energy renormalization and collisional
broadening through the same many-body mechanisms that
give rise to similar signatures on S;;. Indeed, Fig. 6 shows
a striking proportionality between the shifts of the upper and
the lower exciton, with a proportionality factor of 0.6. A very
similar behavior is observed for the broadening (Fig. 6, inset)
with a proportionality factor of 0.9, showing that the scattering
probability of an S, exciton onto an Sj; exciton is almost
equal to that of the scattering between two S;; excitons. Note
that although these intersubband energy shift and broadening
values are almost as large as the intraband ones, there is no
contradiction with the ten times smaller signal observed at the
S», resonance: this simply stems from the much larger width
of this resonance, which weakens the change of absorption
induced by these shifts and broadenings and from the absence
of reduction of oscillator strength for intersubband processes.

We developed a simple extension of the model presented
in the previous section to account for this effect. We recall
that the S, exciton is predominantly built from states
belonging to the second conduction and valence subbands of
the nanotubes and are therefore distinct from those used to
build the S;; exciton. In order to compute the spectral shift,
we generalize the approach developed by Parks et al. [39] in
the case of two-dimensional structures. We again consider a
contact interaction potential and we restrict our calculations to
the 1s states of both the S|; and the Sy, excitons. Their envelope
wave functions ¢} and ¢7? are thus identical [Eq. (3)] except
for the value of the Bohr radius. Following the calculations of
Refs. [39,40], we obtain

22 1 Sy S:
AE™ = —3(Rs3s, 5, + Rsls,s, )i a7
with
R = D Ve[ $Ldl o0 — dpdl' ol ol’]. (18)
k,k'

This expression can be developed in the case of a contact
interaction potential neglecting the dielectric screening effects
[40]. We obtain

U
AER =i 3 [ @) (01 + 0PeE (o))’

k.k'

— 919201 67 + 11 (62)°]. (19)

155423-7



BENJAMIN LANGLOIS et al.

Remarkably, the sum equals 1, leading to the simple result
2 v 11
AE* = nio = AE". (20)

This remarkably simple result shows that within the contact
interaction approximation, the energy shifts of the Sy, and Sy,
bands induced by the presence of Sj; excitons are identical.
This is in good qualitative agreement with our experimental
observation of a linear relationship between the shifts with a
proportionality factor of 0.6.

B. Broadening

One of the strong results of this study is the fact that
the Sy, transition is broadened when a population of Sy
excitons is created. Quantitatively, this crossed broadening
is almost equal to the direct one, that is, the one observed
on the §j; transition itself (see inset of Fig. 6). This crossed
broadening is reminiscent of the crossed energy shift described
in the previous paragraph. Actually, as in the intraband
case, the intersubband broadening can be understood within
the framework of collisional broadening [Fig. 5(b)] [15].
Qualitatively, the wave functions of the excitons belonging
to different subbands differ only by the extension of the
bound relative motion along the tube axis and by a subband-
dependent circumferential phase (related to the pseudoangular
momentum) [41]. However, the matrix element of the Coulomb
interaction is insensitive to the phase factors (the angular
momentum is conserved separately for each exciton in either
intraband or crossed scatterings since in both cases pictured in
Fig. 5 the carriers do not change subband). In addition, since
the exciton binding energies are very similar for the S;; and
S7> bands, the envelopes of the exciton wave functions have a
similar spatial extension, leading to quasiunity wave-function
overlap [37]. In total, although the numerical outcome of the
matrix elements of the Coulomb interaction may differ slightly
in the intraband and intersubband cases, they both rely on
the same selection rules, leading to similar overall collision
probabilities in agreement with the experimental observations.
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VI. CONCLUSION

In this study, we have conducted a thorough analysis of the
nonlinear absorption spectrum of a (6,5) enriched suspension
of carbon nanotubes by using a broadband detection scheme
covering the first and second excitonic bands. By using
intrinsic analysis methods (moment analysis) that do not
require any assumption about the line shape, we were able
to describe quantitatively the nonlinear spectra with only
three elementary deformations of the linear spectrum, namely,
a reduction of oscillator strength, an energy shift, and a
broadening of the lines. In turn, these generic quantities
were connected to a microscopic many-body model involving
phase space filling and Coulomb interactions. Importantly,
we have shown that the best way to compare this model
to the experimental data, is to handle ratios of two of the
elementary deformations in order to eliminate the influence
of the exciton density, which is always difficult to assess
experimentally. In particular, these results clarify the origin
of the bleaching of the second exciton (S»;) upon pumping the
first one. We demonstrate that this bleaching originates from
energy shift and broadening contributions only, ruling out the
creation of a significant population in the S,; level. In fact,
we show that intersubband Coulomb interactions play a key
role in the nonlinear properties of carbon nanotubes, showing
up as collisional broadening between excitons belonging to
different subbands or energy shifts subsequent to the presence
of excitons in lower subbands. Importantly, we have shown
both experimentally and theoretically that the magnitude of
these intersubband processes is comparable to the intraband
ones, leading to strong intersubband coupling in the nonlinear
spectra of carbon nanotubes.
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