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We present a comprehensive experimental and theoretical study of the electronic and magnetic properties of
two quasi-two-dimensional (2D) honeycomb lattice monoclinic compounds A3Ni2SbO6 (A = Li, Na). Magnetic
susceptibility and specific heat data are consistent with the onset of antiferromagnetic long-range order with Néel
temperatures of ∼14 and 16 K for Li3Ni2SbO6 and Na3Ni2SbO6, respectively. The effective magnetic moments
of 4.3 μB/f.u. (Li3Ni2SbO6) and 4.4 μB/f.u. (Na3Ni2SbO6), where f.u. is formula units, indicate that Ni2+ is in
a high-spin configuration (S = 1). The temperature dependence of the inverse magnetic susceptibility follows
the Curie-Weiss law in the high-temperature region and shows positive values of the Weiss temperature, ∼8 K
(Li3Ni2SbO6) and ∼12 K (Na3Ni2SbO6), pointing to the presence of nonnegligible ferromagnetic interactions,
although the system orders antiferromagnetically at low temperatures. In addition, the magnetization curves reveal
a field-induced (spin-flop type) transition below TN that can be related to the magnetocrystalline anisotropy in
these systems. These observations are in agreement with density functional theory calculations, which show that
both antiferromagnetic and ferromagnetic intralayer spin exchange couplings between Ni2+ ions are present in the
honeycomb planes, supporting a zigzag antiferromagnetic ground state. Based on our experimental measurements
and theoretical calculations, we propose magnetic phase diagrams for the two compounds.
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I. INTRODUCTION

Layered oxides of alkali and transition metals are presently
being intensively investigated due to their potential applica-
tions as electrode materials in modern ionics [1,2], as ther-
moelectric materials [3,4], and even as superconductors [5,6].
Recently, a lot of attention has been focused on a new genera-
tion of layered complex metal oxides with honeycomb-based
crystal structure [7–36] with phases such as A+

3M
2+

2X
5+O6

and A+
2M

2+
2Te6+O6 (A = Li, Na; X = Bi, Sb; and M is a

transition metal), where ordered mixed layers of magnetic
cations M2+ and X5+ (or M2+ and Te6+) alternate with
nonmagnetic alkali metal layers. The crystal structures are very
soft, and even slight modification, for example, in a stacking
mode of alternating layers, results in drastic changes in the
magnetic properties. In turn, increasing the distance between
magnetically active layers leads to a weakening of interplanar
spin interactions and concomitant possible lowering of the
magnetic dimensionality of the systems.

The honeycomb arrangement of cations within the magnet-
ically active layers provides a large variety of quantum ground

*Corresponding author: zvereva@mig.phys.msu.ru

states. The classical (S = infinity) Heisenberg model on a
honeycomb lattice with nearest-neighbor antiferromagnetic
exchange coupling J1 is known to have a Néel ordered ground
state (Fig. 1) [37]. Addition of frustrating second and third
neighbor interactions J2 and J3 as well as quantum corrections
leads to a complex phase diagram. Depending on the spin
value and signs and ratios J2/J1 and J3/J1, different types
of spin ordering on the honeycomb lattice can be realized,
including Néel, zigzag, stripy, and different spiral orders
(Fig. 1) [38]. Moreover, it has been experimentally reported
that a nonmagnetic ground state can also be achieved on
honeycomb lattices in the presence of either lattice distor-
tion or frustration [10–15,30,35]. For example, a spin-gap
behavior was found for O3 packing type Cu2+ honeycomb
compounds Na2Cu2TeO6 [10,11], Na3Cu2SbO6 [11–15,35],
and related delafossite-derived honeycomb S = 1/2 com-
pound Cu5SbO6(Cu+

3Cu2+
2Sb5+O6) [30]. Antiferromagnetic

zigzag ordering in the honeycomb plane was observed
recently for the structurally related honeycomb lattice de-
lafossites Cu3Ni2SbO6 and Cu3Co2SbO6 [31]. No long-range
magnetic order was found for honeycomb Na3LiFeSbO6,
Na4FeSbO6, and Li4MnSbO6, probably due to disorder and
frustration effects [34,36]. At the same time, honeycomb lattice
O3 type phases Na3M2SbO6 (M = Cu, Ni, Co) [17,19,31],
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FIG. 1. (Color online) 2D honeycomb lattice Heisenberg model with up to third neighbor exchanges, J1,2,3, and spin-configuration diagrams
for Néel, zigzag, stripy, and ferromagnetic (FM) order.

Li3Ni2SbO6 [20], Li3Ni2BiO6 [21], Na3Ni2BiO6 [33], as well
as P2 type Na2M2TeO6 (M = Co, Ni) [18,19], were found to
order antiferromagnetically at low temperatures, but their real
quantum ground state remains unknown and requires joint
experimental and theoretical efforts to be determined. The
influence of the interlayer coupling and of the anisotropy on the
ground state in such systems is largely unexplored at present.

The present work is devoted to the investigation of new
quasi-two-dimensional (2D) honeycomb lattice compounds
Li3Ni2SbO6 and Na3Ni2SbO6. We combine magnetic suscep-
tibility, magnetization, specific heat, electron spin resonance,
and nuclear magnetic resonance (NMR) measurements with
density functional theory (DFT) calculations and uniquely
identify the appropriate magnetic model for these systems
as well as the corresponding applied field–temperature phase
diagram.

Basic magnetic properties of Li3Ni2SbO6 and Na3Ni2SbO6

have been reported recently [17,20], but a systematic analysis
of their electronic and magnetic behavior is missing. The
ordered structure of Li3Ni2SbO6 was refined in the space group
C2/m [20]. For Na3Ni2SbO6, the initial structure determina-
tion was complicated by multiple stacking faults, resulting
in superposition of different types of superstructure: C2/m,
C2/c, and P 3112 [22]. Nevertheless, it was unambiguously
shown that the general layout of the structure is the same
as in Li3Ni2SbO6 [22,17]. Therefore, our analysis of magnetic
interactions was based on a C2/m model constructed on lattice
parameters and ionic radii sums. Quite recently, the preparation
of both ordered and disordered forms of Na3Ni2SbO6 was
reported [39]. It was confirmed that complete Ni/Sb ordering
within each layer exists even in the “disordered” apparently
rhombohedral form. The ordered form was refined in the
C2/m space group. The final Ni-Ni, Ni-O, and Sb-O distances
[39] differ from our initial model only within 0.001–0.004,
0.002–0.009, and 0.012−0.021 Å, respectively. NiO6 octa-
hedra in Na3Ni2SbO6 have rather regular Ni-O distances
but a spread of angles between 82.1◦ and 95.8◦ [39]. NiO6

octahedra are only slightly more regular for Li3Ni2SbO6,
with angles between 83.4◦ and 94.9◦ [20]. A general view
of the crystal structure and the honeycomb network of octa-
hedrally coordinated nickel ions in Na3Ni2SbO6 are shown in
Fig. 2.

II. EXPERIMENTAL AND CALCULATION DETAILS

Polycrystalline Na3Ni2SbO6 and Li3Ni2SbO6 samples were
prepared by conventional solid-state reactions at 980–1030 ◦C

followed by quenching as described in Refs. [20,22]. Their
phase purity was verified by powder X-ray diffraction (Interna-
tional Centre for Diffraction Data [ICDD] Powder Diffraction
Files (PDF) 00-53-0344 and 00-63-566).

Magnetic measurements were performed by means of a
Quantum Design Magnetic Property Measurement System
(MPMS) XL-7 magnetometer. The temperature dependencies
of the magnetic susceptibility were measured at a magnetic
field B = 0.1 T in the temperature range 1.8–300 K. The
magnetic susceptibility data were also taken over the tem-
perature range 1.8–30 K in applied field strengths up to 7 T.
The isothermal magnetization curves were obtained in static
magnetic fields B � 7 T and at T � 20 K after cooling the
sample in zero magnetic field. Magnetic measurements in
pulsed magnetic fields were made using the 30 T system with
a rise time of about 8 ms in a temperature range 2.4–20 K. For
temperatures lower than 4.2 K, the samples were immersed in
a pumped bath of liquid helium.

The specific heat measurements were carried out by a
relaxation method using a Quantum Design Physical Property
Measurement System (PPMS)-9 system. Plate-shaped samples
of Li3Ni2SbO6, Na3Ni2SbO6, and their nonmagnetic analogue
Li3Zn2SbO6 of ∼0.2 mm thickness and 7.96 mg, 8.5 mg, and
8.6 mg mass, respectively, were obtained by cold pressing
of the polycrystalline powder. Data were collected at zero
magnetic field and under applied fields up to 9 T in the
temperature range 2–300 K.

Electron spin resonance (ESR) studies were carried out
using an X-band ESR spectrometer CMS 8400 (ADANI)

FIG. 2. (Color online) (Left) Polyhedral view of the layered
crystal structure of Na3Ni2SbO6: the Sb octahedra are shown in pink,
Ni octahedra are in gray, Na ions are yellow spheres, and O ions are
small red spheres. The octahedra around the Na ions are omitted for
simplicity. (Right) A fragment of the C2/m structure of Na3Ni2SbO6

in the ab plane (the magnetoactive layers) showing an organization
of Ni–O bonds between edge-shared NiO6 octahedra.
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FIG. 3. (Color online) Temperature dependence of the magnetic susceptibility at B = 0.1 T (black filled circles) and integral ESR intensity
(green circles) for Na3Ni2SbO6 (a) and Li3Ni2SbO6 (b). The red solid curves represent an approximation in accordance with the Curie-Weiss law.
Insets: Temperature dependencies of the effective g factors (half-field squares) and ESR line widths (half-filled circles) for both compounds.
The blue solid curves on insets represent the result of fitting in the frame of modified Huber theory as described in the text. SQUID =
superconducting quantum interference device.

(f ≈ 9.4 GHz, B � 0.7 T) equipped with a low-temperature
mount, operating in the range T = 6–470 K. The effective
g factors of our samples were calculated with respect to
an external reference for the resonance field. We used a,g-
bisdiphenyline-b-phenylallyl (BDPA) with gref = 2.00359 as
a reference material.

The 7Li (I = 3/2) and 23Na (I = 3/2) NMR spectra
of the Na3Ni2SbO6 and Li3Ni2SbO6 samples were mea-
sured on a Tecmag pulse solid-state NMR spectrometer
at a frequency of 39.7 MHz. NMR spectra were ob-
tained by point-by-point measuring the intensity of the
Hahn echo versus magnetic field. The spin-lattice relax-
ation time T1 was measured with the method of stimulated
echo.

The electronic structure of Na3Ni2SbO6 and Li3Ni2SbO6

was calculated within DFT using the full potential local
orbital (FPLO) basis set [40] and the generalized gradi-
ent approximation (GGA) functional [41]. The Li3Ni2SbO6

structure was taken from Ref. [20]. We used a 12 × 12 ×
12 k mesh to converge energy and charge density. We
estimated the magnetocrystalline anisotropy energy (MAE)
using fully relativistic GGA calculations in a ferromagnetic
spin configuration with a 16 × 16 × 16 k mesh. Given the
extremely high accuracy required for MAE, the calcula-
tions were repeated and corroborated employing a different
code, the Vienna Ab initio Simulation Package (VASP)
package, using projector-augmented wave (PAW) potentials
and including self-consistent spin-orbit calculations [42]. We
extracted the in-plane exchange couplings by lowering the
symmetry from C2/m to P 1. The exchange couplings were
obtained by performing total energy calculations with the
GGA and GGA + Hubbard U (GGA + U ) functionals and
mapping the energy difference of various spin configurations
onto a Heisenberg model as described in Refs. [43,44].
For the interplane exchange coupling, we used a 1 × 1 × 2
supercell.

III. RESULTS AND DISCUSSION

A. Magnetic susceptibility

The static and dynamic magnetic properties of A3Ni2SbO6

(A = Li, Na) are similar for both samples and are in full agree-
ment with previously reported data [17,20]. The magnetic sus-
ceptibility χ = M/B in weak magnetic fields passes through
sharp maxima at T ∼ 15 and 17 K for Li and Na samples,
respectively, and then it drops by about one third (Fig. 3). Such
a behavior indicates an onset of antiferromagnetic long-range
ordering in the material at low temperature and is typical for
polycrystalline easy-axis antiferromagnets.

The high-temperature magnetic susceptibility nicely fol-
lows the Curie-Weiss law with addition of a temperature-
independent term χ0:

χ = χ0 + C

T − �
(1)

where � is the Weiss temperature, and C is the Curie
constant C = NA · μeff

2 · μB
2/3kB, where NA is Avogadro’s

number, μeff is the effective magnetic moment, μB is Bohr’s
magneton, and kB is Boltzmann’s constant. The best fitting
according to Eq. 1 in the range 200–300 K resulted in positive
χ0 ∼ 1 × 10−4 emu/mol, which appears to indicate a pre-
dominance of the Ni2+ van Vleck paramagnetic contribution
over diamagnetic contributions. Our analysis yields positive
values for the Weiss temperature: ∼8 K for the Li sample
and ∼12 K for the Na sample, respectively, suggesting the
existence of nonnegligible ferromagnetic couplings, although
the system orders antiferromagnetically at low temperatures.
The effective magnetic moments determined from the corre-
sponding Curie constants were found to be 4.3 and 4.4 μB/f.u.

for Li3Ni2SbO6 and Na3Ni2SbO6, respectively, where f.u.
is formula units. These values agree well with theoretical
estimates μtheor

2 = g2μB
2nS(S + 1), where n is number of

Ni2+ ions per formula unit, using an effective g value ∼2.15
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and assuming Ni2+ in a high-spin configuration (S = 1). In
an applied magnetic field, the maximum of the magnetization
M(T ) broadens (not shown) and slightly shifts toward low
temperatures with increasing magnetic field, as one would
expect in the presence of antiferromagnetic ordering.

B. Electron spin resonance

ESR data in the paramagnetic phase (T > TN) show a
single broad Lorentzian shape line ascribable to Ni2+ ions in
octahedral coordination. The main ESR parameters (effective
g factor, the ESR line width, and the integral ESR intensity)
were deduced by fitting the experimental spectra with an
asymmetric Lorentzian profile [45], taking into account a
small contribution of the dispersion into the absorption and
two circular components of the exciting linearly polarized
microwave field on both sides of B = 0,

dP

dB
∝ d

dB

[
�B + α(B − Br )

�B2 + (B − Br )2 + �B − α(B + Br )

�B2 + (B + Br )2

]
(2)

where P is the power absorbed in the ESR experiment, B is
the magnetic field, Br is the resonance field, and �B is the
line width. Here, α denotes the asymmetry parameter, which
is the fraction of the dispersion added to the absorption. The
admixture of dispersion to the absorption signal is usually
observed in metals. Here, we are dealing with an insulator, in
which the asymmetry arises from the influence of nondiagonal
elements of the dynamic susceptibility. This effect is often
observed in systems with interactions of low symmetry,
geometrical frustration, and sufficiently broad resonance lines
(Br ≈ �B) [46–49].

The overall temperature behavior of the ESR parameters
agrees very well for both samples. The integral ESR intensity
χesr, which is proportional to the number of magnetic spins,
was estimated by double integration of the first derivative
ESR spectrum dP/dB. It is shown in Fig. 3 along with
static susceptibility data for comparison. One can see that
χesr follows the Curie-Weiss relationship and agrees well with
the behavior of χ for both compounds. The average effec-
tive g factor, g = 2.15 ± 0.03, remains almost temperature
independent in the paramagnetic phase down to ∼140 K for
the Na sample and ∼70 K for the Li sample, and then the
visible shift of the resonant field to higher magnetic fields
begins upon approaching the Néel temperature. This behavior
implies the presence of strong short-range correlations in the
compound at temperatures noticeably higher than TN, which
is frequently characteristic of systems with a frustration and
lower dimensionality [50,51]; the range of these correlations
is apparently wider for the Na sample. Remarkably, the ESR
signal for the Na3Ni2SbO6 sample is at least twice as broad
compared to that for Li3Ni2SbO6 (insets in Fig. 3), and as a
consequence, the asymmetry parameter takes an appreciable
value α ∼ 0.4 for the Na compound, while it is negligibly
small, α ∼ 0, for the Li sample. Note, that the value α = 0
leads to a symmetric Lorenzian line, whereas the value α = 1
gives an asymmetric resonance line with absorption and
dispersion at equal strength.

The line width decreases weakly and almost linearly upon
lowering of the temperature, passes through a minimum at
∼140 K for the Na sample and ∼120 K for the Li sample,

TABLE I. The parameters yielded from fitting of temperature
dependencies of the ESR line width �B in accordance with Eq. (3)
for Na3Ni2SbO6 and Li3Ni2SbO6.

T ESR
N (K) �B∗ (mT) A (mT) C (mT/K) β

Na3Ni2SbO6 15 ± 1 230 ± 5 130 ± 5 0.12 0.5 ± 0.1
Li3Ni2SbO6 13 ± 1 25 ± 5 95 ± 5 0.18 0.8 ± 0.1

and eventually changes the trend. Upon further decrease of the
temperature, the absorption line broadens significantly, and the
ESR signal vanishes in the vicinity of the Néel temperature,
indicating an opening of an energy gap for resonance excita-
tions, e.g., due to the establishment of antiferromagnetic order.
The broadening of the ESR line may be treated in terms of the
critical behavior of ESR line width due to slowing down of
spin fluctuations in the vicinity of an order-disorder transition
[52–55]. This causes the divergence of the spin correlation
length, which in turn affects the spin-spin relaxation time
of exchange-narrowed ESR lines, resulting in the critical
broadening. To account for the �B behavior over the whole
temperature range, we have also included a third linear term
into the fitting formula:

�B(T ) = �B∗ + A ·
[

T ESR
N

T − T ESR
N

]β

+ C · T (3)

where the first term �B∗ describes the exchange-narrowed
line width, which is temperature independent, while the second
term reflects the critical behavior, with T ESR

N being the temper-
ature of the order-disorder transition, and β representing the
critical exponent. Solid blue lines in insets on Fig. 3 represent a
least-squares fit of the �B(T ) experimental data in accordance
with Eq. 3. The best fit was obtained with the parameters listed
in Table I.

Here, it is worth mentioning two important issues following
from the analysis of the line-width behavior. First, the main ex-
perimental feature of the �B temperature evolution is that the
line width passes through a minimum as T is decreased. This
is to be contrasted with the behavior of a three-dimensional
(3D) system, where the line width usually varies approximately
as �B(T ) ∼ (χT )−1, achieving the temperature-independent
high-temperature limit �B∗ associated with the contribution
of anisotropic spin-spin interactions in an exchange-narrowed
regime, since in three dimensions the sum over all wave vectors
q tends to be weakly dependent on T [56]. At the same
time, as it has been shown by Richards and Salamon [56],
if most of the contribution comes from q = 0, as is the case
in 2D, one should expect �B(T ) ∼ (χT ). Moreover, since
the relative strength of q ≈ 0 modes decreases with lowering
temperature, it follows that the anisotropy will also decrease.
Indeed, such behavior was experimentally observed in many
2D antiferromagnets [57–65], and the linear dependence of
�B was usually associated either with a phonon modulation
of the anisotropic and antisymmetric exchange interactions,
with a dependence proportional to the intralayer exchange
parameter J 4, or with the crystalline field, the latter in the S >
1/2 case. For transition metals where the orbital contribution to
the ground state is severely quenched, the latter interactions
are rather small and give rise to d(�B)/dT usually smaller or
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FIG. 4. (Color online) The magnetization isotherms in static and pulsed (insets) magnetic fields for Na3Ni2SbO6 (a) and Li3Ni2SbO6 (b)
at various temperatures. Arrows point to the positions of the field-induced phase transitions.

equal to 0.1 mT/K. In the present case, however, the rate is a bit
larger, indicating the noticeable role of the orbital contribution
for Ni2+ ions.

The second point to note is that in the framework of
Kawasaki’s approach [52,53], the absolute value of the critical
exponent can be expressed as β = [(7 + η)ν/2 − 2(1 − ζ )],
where ν describes the divergence of correlation length, η is
a critical exponent for the divergence of static correlations,
and ζ reflects the divergence of the specific heat. Using the
values η = ζ = 0 and ν = 2/3 for 3D antiferromagnets in the
framework of the Heisenberg model, β becomes 1/3, which is
obviously lower than our experimental values.

Both the above mentioned conclusions, following from the
analysis of spin dynamics, support the picture of the 2D char-
acter of magnetic correlations in Na3Ni2SbO6 and Li3Ni2SbO6

compounds and are compatible with a spin-configuration
model, which we suggest based on DFT calculations (see
below).

C. Magnetization

The magnetization isotherms M(B) in static up to 7 T and
in pulsed up to 25 T magnetic fields for Na3Ni2SbO6 and
Li3Ni2SbO6 at various temperatures are presented in Fig. 4.
We observe that the full saturation of the magnetic moment
is achieved at about Bsat ∼ 23 and 20 T for Na3Ni2SbO6 and
Li3Ni2SbO6, respectively, and Msat is in good agreement with
the theoretically expected saturation magnetic moment for
two high-spin Ni2+ ions (S = 1) per formula unit assuming a
state: Ms = 2 gSμB = 4.3 μB/f.u. (see upper insets in Fig. 4).
In addition, the magnetization curves demonstrate a clear
upward curvature, suggesting the presence of a magnetic field–
induced spin-flop type transition in the compounds with critical
fields BSF ∼ 9.8 and 5.5 T for Na3Ni2SbO6 and Li3Ni2SbO6,
respectively. Moreover, further increase of the magnetic field
leads to another change in curvature of the magnetization
curves at about BC2 ∼ 18 for Na3Ni2SbO6 and BC2 ∼ 15 T
for Li3Ni2SbO6, indicating the presence of one more magnetic
field–induced phase transition, which is perhaps related to

additional spin reorientation in applied fields. With increasing
temperature, both BSF and BC2 anomalies slightly shift to
lower fields, weaken in amplitude, and eventually disappear
above the Néel temperature TN (see lower insets in Fig. 4).
Similar behavior was reported for several other structurally
related honeycomb compounds recently. In particular, two
spin-reorientation transitions below the Néel temperature were
revealed for Na3Ni2BiO6 [33] and for both 2H and 3R
polytypes of Cu3Co2SbO6 [31,66]. Remarkably, the magnetic
structure as refined experimentally from low-temperature
neutron diffraction studies was described as alternating ferro-
magnetic chains coupled antiferromagnetically, giving overall
antiferromagnetic zigzag alignment for both Na3Ni2BiO6

(with propagation vector q = [010]) and the 2H polytype of
Cu3Co2SbO6 (with propagation vector q = [100]).

D. Specific heat

In order to analyze the nature of the magnetic phase
transition and to evaluate the corresponding contribution
to the specific heat and entropy, the structurally similar
[7] diamagnetic material Li3Zn2SbO6 has been synthesized.
The specific heat data for both magnetic and diamagnetic
samples in the T range 2–300 K are shown in Fig. 5. The
Dulong-Petit value reaches 3Rz = 299 J/(mol K), with the
number of atoms per formula unit z = 12. The C(T ) data for
A3Ni2SbO6 (A = Li, Na) in zero magnetic field are in good
agreement with the temperature dependence of the magnetic
susceptibility in weak magnetic fields, and they demonstrate
a distinct λ-shaped anomaly, which is characteristic of a 3D
magnetic order (Fig. 5). Note, that the absolute value of the
Néel temperature, TN ∼ 14 K and 16 K for Li3Ni2SbO6 and
Na3Ni2SbO6, respectively, deduced from C(T ) data at B = 0 T
is slightly lower than the Tmax in χ (T ) at B = 0.1 T (Fig. 3),
whereas it correlates well with a maximum on the magnetic
susceptibility derivative ∂χ/∂T (T ). Indeed, as has been shown
by Fisher [67,68], the temperature dependence of the specific
heat C(T ) for antiferromagnets with short-range interactions
should follow the derivative of the magnetic susceptibility in
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FIG. 5. (Color online) Temperature dependence of the specific
heat in Li3Ni2SbO6 (green triangles), Na3Ni2SbO6 (blue filled
circles), and their nonmagnetic analogue Li3Zn2SbO6 (black half-
filled circles) in zero magnetic field. Insets: Enlarged low-temperature
parts highlight the onset of antiferromagnetic spin ordering and shift
of TN in magnetic fields.

accordance with:

C(T ) = A(∂/∂T )[T χ||(T )] (4)

where the constant A depends weakly on temperature. In
accordance with Eq. (4), the λ-type anomalies observed
in the C(T ) dependence at the antiferromagnetic transition
temperature are defined by an infinite positive gradient on the
curve χ‖(T ) at TN, while a maximum of χ‖(T ) usually lies
slightly above the ordering temperature. Thus, the anomaly in
the specific heat should correspond to the similar anomaly in
∂χ‖/∂T (T ) [69].

We observe a specific heat jump at TN �Cp ∼ 32 J/(mol K)
and 33 J/(mol K) for Li3Ni2SbO6 and Na3Ni2SbO6, re-
spectively, which are only slightly smaller than the value
expected from the mean-field theory for the antiferro-
magnetic ordering of two Ni2+ ions system assuming all
spins to be in the high-spin (S = 1) state [70]: �Cp =
5R 2S(S+1)

S2+(S+1)2 ≈ 33.2 J/(mol K), where R is the gas constant
R = 8.31 J/(mol K). In applied magnetic fields, the TN

anomaly is rounded and markedly shifts to lower temperatures
(see insets in Fig. 5).

For quantitative estimations, we assume that the specific
heat of the isostructural compound Li3Zn2SbO6 provides a
proper estimation for the pure lattice contribution to specific
heat. In the frame of the Debye model, the phonon specific
heat is described by the function [70]:

Cph = 9R

(
T

�D

)3 ∫ T /�D

0

exx4

(ex − 1)2 dx (5)

where x = �ω/kBT , �D = �ωmax/kB is the Debye tempera-
ture, ωmax is the maximum frequency of the phonon spectrum,
and kB is the Boltzmann constant. The value of the Debye
temperature �D estimated from approximating C(T ) to this
T 3 law in the low-temperature range for the diamagnetic
compound Li3Zn2SbO6 was found to be about ∼515 ± 5 K.

FIG. 6. (Color online) Magnetic specific heat (filled circles) and
magnetic entropy (open circles) for A3Ni2SbO6 at B = 0 T. Insets:
Enlarged low-temperature parts with solid curve indicating the spin-
wave contribution estimated in accordance with a Cm ∝ T d/n power
law for magnons.

Normalization of the Debye temperatures has been made
taking into account the difference between the molar masses
for Zn–Ni and Li–Na atoms in the A3Ni2SbO6 compounds,
resulting in �D ∼ 523 ± 5 K and 415 ± 5 K for Li and Na
samples, respectively.

The magnetic contribution to the specific heat was deter-
mined by subtracting the lattice contribution using the data
for the isostructural [7] nonmagnetic analogue (Fig. 6). We
examine the Cm(T ) below TN in terms of the spin-wave
approach, assuming that the limiting low-temperature behavior
of the magnetic specific heat should follow a Cm ∝ T d/n

power law due to magnon excitations [50], where d stands
for the dimensionality of the magnetic lattice, and n is
defined as the exponent in the dispersion relation ω ∼ κn. For
antiferromagnetic (AFM) and ferromagnetic (FM) magnons,
n = 1 and n = 2, respectively. The least-square fit of the data
below TN (insets in Fig. 6) agrees well with d = 3 and n = 1
for both Li and Na samples, which corroborates the picture of
3D AFM magnon excitations at low temperatures.

In Fig. 6, we also show the entropy change (open circles)
in both materials calculated using the equation: �Sm(T ) =∫ T

0
Cm(T )

T
dT . We observe that the magnetic entropy �Sm

saturates at temperatures higher than 25 K, reaching approx-
imately 10–12 J/(mol K). This value is definitely lower than
the magnetic entropy change expected from the mean-field
theory for a system of two Ni magnetic ions with S =
1: �Sm(T ) = 2R ln(2S + 1) ≈ 18.3 J/(mol K). One should
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FIG. 7. (Color online) The 23Na NMR spectrum at various tem-
peratures. Dashed lines are the fitted contributions of two Na sites;
solid line is the best fit of the spectra.

note that the magnetic entropy released below TN removes less
than 40% of the saturation value. This indicates the presence
of appreciable short-range correlations far above TN, which
are usually characteristic features for materials with lower
magnetic dimensionality [50,70].

E. Nuclear magnetic resonance

The typical 23Na field-dependent NMR spectrum of
Na3Ni2SbO6 at room temperature contains a narrow main
line and quadrupole satellites (Fig. 7). Upon decreasing the
temperature, the spectrum broadens noticeably and shifts to the
lower field side. The temperature behavior of the spectrum of

Li3Ni2SbO6 (not shown) is similar to the data for Na3Ni2SbO6.
However, the quadrupole moment of Li nuclei is almost 10
times smaller than Na, so that the room-temperature spectrum
of Li3Ni2SbO6 does not contain the well-resolved satellites.

Both spectra of Na3Ni2SbO6 and Li3Ni2SbO6 are inhomo-
geneously broadened and consist of two components, which
can be attributed to two crystallographically [20,39] and
magnetically nonequivalent positions of alkali metal ions. An
example of the spectrum decomposition in Na3Ni2SbO6 in
accordance with the two resolved components is shown in the
middle panel of Fig. 7.

The temperature dependencies of the line shift and line
width of Na and Li signals are collected in Fig. 8. Obviously,
their behavior agrees well with the corresponding evolution of
the magnetic susceptibility below ∼200 K.

The low-temperature behavior of the NMR spectrum is
caused by the interaction with the magnetic Ni2+ ions and
reflects the dynamics of the magnetic subsystem. The facts
that the shift and broadening of the lines start at much
higher temperatures than TN indicate the existence of strong
low-dimensional (short-range) correlations in the magnetic
subsystem [50,71]. The slowing down of the Ni magnetic
moment fluctuations caused by competing ferromagnetic and
antiferromagnetic interactions in the planes with much weaker
interplane couplings, as determined from DFT calculations
(see next subsection), creates a nonzero average magnetic field
at the Na/Li nuclei situated in between the Ni–Sb planes.

The hyperfine tensor value is different for different Na/Li
positions, and hence it can explain the different values of
Knight shifts and line widths of the spectral components.
Another possible explanation of the asymmetric shape of
powder NMR spectra, i.e., strong hyperfine tensor asymmetry,
seems to us less probable because the ratio of the intensity
of the components in both compounds is about 1:1, and the
spectrum does not fit to the typical powder line shape. One
should mention that the ESR data do not give evidence for
the existence of a strong g-factor anisotropy, which also could
contribute to the anisotropy of the average field on the position
of the alkali metals’ nuclei. Nevertheless, the ESR absorption
line for the Na compound was found to be essentially wider
than for the Li compound, which indicates larger anisotropy

FIG. 8. (Color online) The temperature dependencies of line width (left) and line shift (right) of two components of 7Li (triangles, blue
online) and 23Na (circles, black online) NMR signals. Dotted lines are guides for the eye. Small red and green circles are the magnetic
susceptibility curves.
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E

FIG. 9. (Color online) The 7Li spectrum for Li3Ni2SbO6 at 4.2 K
in antiferromagnetic phase at different magnetic fields: 0.95 T for
upper panel and 4.5 T for lower panel. Red line is the result of dipole-
dipole calculations; dashed lines are the calculated contributions of
different magnetically nonequivalent Li positions in the frame of the
powder averaging of the zigzag model.

for the Na compound. It is worth noting that both the NMR
line shift and the NMR line width for Na3Ni2SbO6 are also
markedly larger than for Li3Ni2SbO6, even taking into account
the field dependence of the inhomogeneously broadened NMR
line. This fact is likely to manifest the features of the two
different magnetic subsystems of these compounds: The ionic
radius of Na is essentially larger than the Li one and leads to
enlarged distances between the magnetically active (Ni2SbO6)
layers and as a consequence to a weaker exchange coupling
between them in Na3Ni2SbO6.

The NMR line shape of the Na and Li spectra undergoes
significant changes upon approaching the Néel temperatures
(at about T ∼ 17 K and T ∼ 15 K for Na and Li compounds,
respectively), indicating the onset of long-range magnetic
order when the sublattice of Ni magnetic ions creates a static
local field at the alkali metal positions. Na/Li positions are
almost symmetrical relative to the two magnetic honeycomb
planes. In such cases, the magnitude of the local field is
small enough [72], and the total width of the spectra is about
0.2–0.35 T, depending on the external magnetic field.

We should note that the external magnetic field range in
both cases (4.5 T for 7Li and 7.01 T for 23Na) corresponds
to the development of the spin-flop phase (compare with BSF

values, which are about 5.5 T and 9.8 T for Li3Ni2SbO6 and
Na3Ni2SbO6 as described above). The differences in the inter-
nal field distribution and magnitude at different magnetic fields
are exemplified by the NMR spectrum of 7Li (Fig. 9) obtained
in relatively large (4.5 T) and small (0.95 T) external fields.

The local fields on the Li positions at the external field B =
0.95 T were calculated in the frame of the dipole-dipole model
assuming an isotropic hyperfine tensor [73]. The quadrupole
splitting and inhomogeneous line broadening were not taken
into account. The calculation included 16 nearest-neighbor Ni

ions in a sphere of radius 5.2 Å, and the powder averaging of
the internal magnetic field was made according to Ref. [74].
A similar approach has been successfully used before for
NMR spectra simulation in other low-dimensional systems
[see, for example, Refs. [75,76]]. The calculations in the
frame of different spin-configuration models, mentioned in
Fig. 1, lead to a conclusion that most parts of these models
are inappropriate to account for the shape of the experimental
spectrum. The calculated spectrum, which reproduces fairly
well the experimental result, was obtained only assuming a
zigzag spin structure with spins oriented perpendicular to the
plane (as shown by a red solid curve in Fig. 9).

For this spin structure, the calculations in a small external
field limit yield four magnetically nonequivalent Li positions
contributing to the spectrum in the antiferromagnetic phase,
subject to four different values of the internal magnetic
field consistent with two crystallographically nonequivalent Li
positions. It is worth noting that the Li positions with a minimal
internal (local) field (the narrowest contribution on Fig. 9) are
likely to be the most affected by the small changes in the spin
configuration. Since the external field (∼1 T) applied in the
experiment was about 1/5 of the BSF value, one could expect
that the Ni spins in AF sublattices are already slightly canted,
resulting in larger local field on these fourth Li positions than
the one calculated in a small external field limit. So the spectral
contribution of this Li site should be broader and thus more
intensive than is suggested by the present simulation. This
difference in the widths of spectral components explains the
apparent lack of intensity from this fourth Li position in our fit.
The small external field limit dipole-dipole simulation is rather
simplified; nevertheless, it indicates that a zigzag spin structure
is the most favorable ordered state in Li3Ni2SbO6 at low fields.

At 4.5 T, we have a smooth spectrum shape due to the partial
flipping of the spins while the spin-flop phase develops. The
proper fitting of the 4.5 T spectrum was impossible because
the spin-flop transition does not occur at that field (as was
mentioned above, BSF ∼ 5.5 T for the Li sample). However,
on the basis of our calculations, one can expect a comparably
narrow rectangular-like spectrum in the spin-flop phase. To
verify the magnetic structure in the spin-flop phase, high-field
NMR experiments may be useful, but they were beyond of the
scope of this work. In the next section, we show that the critical
field, at which the spin-flop phase appears, agrees reasonably
with DFT estimations.

F. DFT determination of exchange interactions

In Fig. 10, we present the electronic structure of
Na3Ni2SbO6 in the GGA in the energy range [−2 eV, 0.5 eV]
around the Fermi level. There are ten bands of predominant Ni
character, originating from the 3d bands of the two Ni ions in
the primitive cell used for the calculation. This band manifold
is 4/5th filled, since in Na3Ni2SbO6 Ni is in the Ni2+ (3d8)
oxidation state, and Sb is in the Sb5+ state (filled shell). The
distorted octahedral environment of Ni, NiO6, leads to a t2g–eg

splitting of about 1.5 eV. The three t2g states 3dxy , 3dyz, and
3dxz are completely filled (see the density of states [DOS]),
and the eg states 3dz2 and 3dx2-y2 are half-filled. Thus, we
expect Ni to be in a high-spin state with S = 1 in Na3Ni2SbO6.
Indeed, spin-polarized GGA calculations show that Ni favors
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FIG. 10. (Color online) Band structure and DOS of Na3Ni2SbO6.
Partial densities of states for the Ni 3d orbitals are also shown.

moments of 2 μB for both compounds. The electronic structure
of Li3Ni2SbO6 (not shown) is similar to that of Na3Ni2SbO6.

Both systems are insulators, and consideration of the zigzag
magnetic order in the calculations opens a gap in the electronic
structure of about 1.5 eV. Including correlation effects as
implemented in GGA + U and for a value of U–J = 4 eV,
which is reasonable for 3d electrons, we obtain a charge gap of
2.77 eV. A refinement of this choice will be discussed below.
Measurements of the charge gap will be desirable but are
beyond the scope of the present work.

We now proceed to analyze the magnetic interactions
in Na3Ni2SbO6 and Li3Ni2SbO6. In order to obtain the
magnetic couplings, we performed total energy calculations
for different spin configurations within GGA and GGA + U

and mapped their differences to a Heisenberg model. Total
energy differences between spin configurations for the four Ni
sites in the conventional unit cell with symmetry lowered to
P 1 yield the first three exchange couplings given in Table II
for Na3Ni2SbO6 (converged on an 8 × 8 × 8 k mesh). J3 is
a second nearest-neighbor coupling within the hexagon and
turns out to be quite small. The nearest-neighbor coupling
J1 is antiferromagnetic and strongly depends on the value of
U in the GGA + U calculation. The next nearest-neighbor
coupling, J2, is ferromagnetic and is nearly independent
of U . The pattern is shown in Fig. 11. The ratio |J1/J2|
thus depends on which U better describes the material. As
mentioned above, the average charge gap at U–J = 4 eV is
2.77 eV; at U–J = 6 eV, it is 2.96 eV. We note that the

TABLE II. Exchange couplings of Na3Ni2SbO6 and Li3Ni2SbO6

(in Kelvin) calculated with GGA + U at U = 5.5 eV, J = 1 eV. J3 is
a second-nearest-neighbor coupling across a hexagon; J5 is a coupling
along c between the honeycomb layers.

J1 (K) J2 (K) J3 (K) J5 (K)

Na3Ni2SbO6 15 −22 0 1
Li3Ni2SbO6 18 −25 0 2

FIG. 11. (Color online) Important exchange paths of
Na3Ni2SbO6. (a) The purple nearest-neighbor coupling J1 is
antiferromagnetic; the green next-nearest-neighbor coupling J2 is
ferromagnetic. (b) There is a small antiferromagnetic coupling J5

between the honeycomb Ni planes (light blue).

present calculations clearly favor a zigzag magnetic order of
Ni; the zigzag magnetic order also has the lowest energy of all
four spin configurations considered. Zigzag order is 2.4 meV
per formula unit lower in energy than ferromagnetic order
at U–J = 4.5 eV. A 1 × 1 × 2 supercell was used to estimate
the order of magnitude of interlayer exchange couplings and is
given as J5 [77] in Table II. In order to decide which value of U

is the best for Na3Ni2SbO6 and Li3Ni2SbO6, we calculated the
magnetic susceptibilities using tenth-order high-temperature
series expansion (HTE10) [78]. From comparison with the
experimental susceptibility in Fig. 3, we have found that
U–J = 4.5 eV is the best choice. The corresponding set of the
exchange couplings for Li3Ni2SbO6 is also given in Table II.
Note that due to the smaller interlayer distance in Li3Ni2SbO6,
the order of nearest-neighbor distances is reversed.

Thus, the present DFT results allow us to compare the
magnetic Hamiltonians of Na3Ni2SbO6 and Li3Ni2SbO6. The
intralayer couplings J1 and J2 are slightly larger in the Li
system than in the Na system due to the shorter Ni−Ni
distances in the Li system. The most significant difference
is the slightly more 3D character of Li3Ni2SbO6 as seen in the
somewhat larger interlayer couplings. This is plausible because
the smaller Li ions lead to a smaller c lattice parameter and
thus a smaller separation between the honeycomb layers.

Finally, we have performed fully relativistic spin-polarized
calculations for Na3Ni2SbO6 in order to estimate the impor-
tance of spin-orbit coupling and determine the easy axis for the
Ni spins and the corresponding magnetocrystalline anisotropy.
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FIG. 12. (Color online) Magnetic phase diagrams for antimonates A3Ni2SbO6: (a) A = Na; (b) A = Li.

We have found that the lowest energy is obtained by orienting
the quantization axis along c*, perpendicular to the honeycomb
layers. In-plane energies are 0.067 meV/f.u. (a axis) and
0.072 meV/f.u. (b axis) higher in energy. This estimate agrees
with the calculated anisotropy energies using VASP: We obtain
in-plane energies 0.088 meV/f.u. (a axis) and 0.065 meV/f.u.
(b axis) higher than the out-of-plane case. Therefore, the
spins tend to align perpendicular to the honeycomb layers,
in agreement with the suggestion from NMR experiments (see
previous section).

Using the approximation of Ref. [79], we estimate the value
of the spin-flop field BSF as BSF = 2

√
K�/M , where K is

the magnetocrystalline anisotropy energy, � = 2.4 meV/f.u.

is the energy difference between ferromagnetic and zigzag
antiferromagnetic states, and M is the Ni magnetic moment.
We find a spin-flop field of BSF = 7.2 T for Na3Ni2SbO6,
which underestimates the experimental value but remains
qualitatively of the same order of magnitude. The estimation
for a spin-flip (saturation) field gives about 20 T, in good
agreement with experimentally found value Bsat ∼ 23 T.

G. Magnetic phase diagrams

Summarizing the data, the magnetic phase diagrams for
the new layered antimonates A3Ni2SbO6 (A = Li, Na) can
be suggested (Fig. 12). At temperatures above TN in zero
magnetic field, the paramagnetic phase is realized. With
increasing the magnetic field, this phase transition boundary
shifts slowly to the lower-temperature side. The antiferro-
magnetic state, however, is complicated by presence of two
more field-induced phases at low temperatures. The quantum
ground state determined as a zigzag antiferromagnetic state
(AF1) exists below 5 T for Li3Ni2SbO6 and 10 T for
Na3Ni2SbO6, respectively. The field-induced spin-flop phase
(AF2) was found to be realized in the field ranges 5–15 T
for Li3Ni2SbO6 and 10–18 T for Na3Ni2SbO6, and those
are replaced by another field-induced antiferromagnetic phase
(AF3), which most probably corresponds to another spin
configuration. The spin-flip transition is realized at 20 and
23 T for Li3Ni2SbO6 and Na3Ni2SbO6, respectively. These
observations are well accounted for by DFT calculations for the
main magnetic exchange interactions, which show that both the

antiferromagnetic and ferromagnetic intralayer spin exchanges
are present on the honeycomb planes, resulting in a zigzag
antiferromagnetic ground state on the honeycomb lattice.
Neutron scattering studies in applied magnetic fields would
be desirable for determination of actual spin configurations in
the AF1, AF2, and AF3 phases.

IV. CONCLUSION

In conclusion, we have examined the thermodynamic
and resonance properties of two layered honeycomb lattice
monoclinic oxides A3Ni2SbO6 (A = Li, Na) by both bulk
(magnetic susceptibility, magnetization, and specific heat)
and local (ESR and NMR) experimental techniques and by
performing DFT calculations. The overall results are consistent
with each other and yield the picture of a complex magnetic
ordering at low temperatures. Magnetic susceptibility and
specific heat data indicate the onset of antiferromagnetic
long-range order. In addition, the magnetization curves reveal
a field-induced (spin-flop type) transition below TN that can
be understood in terms of the magnetocrystalline anisotropy
in these systems. ESR and NMR show the presence of
appreciable low-dimensional (short-range) correlations below
∼100 K. The theoretical calculations show that interplane
exchange coupling is very weak for both compounds, so that
they both can be considered 2D magnets. At the same time,
both ferromagnetic and antiferromagnetic intraplane exchange
interactions are present on the honeycomb Ni2SbO6 layers, and
the most favorable spin configuration model is zigzag ferro-
magnetic chains coupled antiferromagnetically. This magnetic
configuration is well compatible with our NMR data.
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