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Effects of nanoscale embedded Schottky barriers on carrier dynamics
in ErAs:GaAs composite systems
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Semiconducting GaAs is widely used in microwave and millimeter integrated circuits, infrared LEDs, lasers,
and solar cells. Introducing semimetallic ErAs nanoparticles provides a way to controllably tune the optical
and electronic properties of GaAs. We show that for high volume fractions (0.5%–10%) of ErAs nanoparticles
embedded in GaAs, the relaxation dynamics indicates that ErAs forms discrete states in the GaAs band gap. For
specific carrier momentum conditions, the localized Schottky states may be occupied, exhibit carrier trapping,
or inject carriers into the GaAs conduction band. Carrier occupation and scattering from the Schottky states
has not previously been reported in optical studies of this system. The scattering mechanism is observed to be
active above an occupation threshold where the excited carrier density exceeds the trap density. The array of
nanoparticle densities and the characterization of the relaxation pathways at multiple carrier excitation energies
represents the most complete fundamental investigation of these systems to date.
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I. INTRODUCTION

GaAs is the material of choice for high speed photoconduc-
tive devices such as p-n junctions, solar cells, ultrafast optical
switches, photomixers, and thermoelectric structures [1].
Hybridized metal nanostructure/GaAs systems controlled by
ultrafast optical pulses can achieve much faster switching than
is attainable by phase change, voltage-driven carrier injection,
liquid crystals, or the modulation of superconductivity [2].
Interest in the embedded nanoparticle ErAs:GaAs composite
system stems from the ability to control the optical and
electronic properties of GaAs by incorporating semimetallic
ErAs nanoparticles without altering the position of the GaAs
band gap [3] and retaining high-quality, atomically sharp
ErAs/GaAs interfaces [4,5]. The composite systems display
tunable photocarrier relaxation with ultrashort relaxation times
spanning two orders of magnitude [3,6], while achieving
greater film quality [1,7–9] and transport characteristics than
low-temperature grown GaAs [1,10–16]. These features have
made the ErAs:GaAs system highly promising for integration
into GaAs-based optoelectronic devices [6,14,17–21]. How-
ever, the fundamental relaxation phenomena of these systems
must be fully characterized before such applications can be
realized.

To date, characterization of the relaxation dynamics in
ErAs:GaAs composites has focused on optimizing ultrashort
relaxation times in superlattice structures with low ErAs
volume fractions as such systems show promise for terahertz
device applications. These studies utilize the bonding differ-
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ences between the ErAs rocksalt and GaAs zinc-blende crystal
structures, which introduce localized trap states into the band
gap of GaAs [13,22]. The trap states act as nonradiative re-
combination sites for photoexcited GaAs carriers [3,6,23,24],
and carrier trapping times are altered by varying superlattice
spacing [3,23].

The following work presents the observation of carrier ab-
sorption, occupation, and scattering from embedded Schottky
barriers in the ultrafast response of single ErAsx :GaAs1−x

layers where the ErAs is randomly distributed in the GaAs
matrix, and the volume fraction of ErAs is large-ranging
from x = 0.5%–10%. These dynamical processes have not
previously been reported in other studies of the composite
ErAs:GaAs systems. The carrier dynamics are characterized
for three photon energies and indicate that the ultrafast
response is highly sensitive to carrier occupation of the
Schottky interface states, carrier momentum, carrier density,
and availability of the trap states.

II. EXPERIMENTAL DETAILS

In this paper, six composite samples with different volume
fractions of ErAs nanoparticles embedded in a GaAs matrix
are studied, along with a commercially available undoped
semi-insulating GaAs reference sample. Each composite
sample consists of a semi-insulating GaAs 〈001〉 substrate;
250-nm GaAs buffer; 300-nm of a randomly distributed
ErAsx :GaAs1−x embedded nanoparticle layer grown by si-
multaneous co-deposition of Er, Ga, and As; followed by a
10-nm GaAs capping layer to prevent oxidation [see the inset
of Fig. 1(a)]. The composite layers have ErAs volume fractions
of x = 0 to 10%. For more information on the growth process,
please see Ref. [25].

The relative static absorption of the samples is shown in
Fig. 1(a) for the GaAs fundamental absorption edge and band
tails at 300 K. The GaAs band gap at room temperature is
indicated by the dashed vertical line at 1.42 eV. The x = 0%
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FIG. 1. (Color online) Static absorption, schematic of system
dynamics, sample configuration and trapping time characterization of
the ErAsx :GaAs1−x composite system. (a) Relative static absorption
obtained by ellipsometry for ErAsx :GaAs1−x with x = 0%–10% and
intrinsic GaAs, vertically offset for clarity. The dashed vertical line
indicates the location of the room-temperature conduction band
edge of GaAs at 1.42 eV. Significant absorption is observed in
the ErAs-containing samples below the band gap. Inset: Schematic
of the sample structure and time-resolved experimental geometry.
(b) Differential reflectivity response at 1.38 eV for x = 0.5%–10%
volume fractions of ErAsx :GaAs1−x and the GaAs reference for a
pump fluence of approximately 13 μJ/cm2 at 1.38 eV. The solid lines
are exponential fits used to extract the time constants. (Inset) 1D cut
through the ErAs nanoparticle and GaAs matrix illustrating proposed
dynamics in the composite system where the conduction band (CB)
and valence band (VB) of GaAs are shown and the ErAs/GaAs
interface gives rise to localized trap states within the band gap. The
shaded areas indicate electron occupation and the arrows illustrate the
dynamic carrier processes. The red arrows indicate photoexcitation,
while the blue arrows (trapping) and green arrow (scattering) indicate
pathways introduced by the interface states.

ErAsx :GaAs1−x sample displays a softening of the band edge
with respect to the commercial GaAs reference, but otherwise
shows no distinct difference in absorption properties. An
absorption peak within the band tails is observed in the

ErAs-containing samples in Fig. 1(a). These absorption
features, noticeably absent in either the 0% or GaAs
reference spectra, arise from the incorporation of the ErAs
nanoparticles. The slope of the band tails is also observed to
increase with ErAs volume fraction (a figure of the band tail
slopes can be found in Ref. [25]), indicating an increase in
the density of interface states with ErAs incorporation. The
interface between metallic ErAs and semiconducting systems
is known to create localized traps, or Schottky barriers
[14,21,26,27], with different barrier heights depending on the
crystallographic directions of the interface [28]. The interface
states are partiality occupied and extend into the GaAs matrix
[13,22], providing a route for the carriers to move from the
interface into the GaAs host. The absorption data suggest the
Schottky states formed at the interface can be photoexcited at
sub-band-gap energies, contributing carriers to the conduction
band. The presence of these interface states and their effects on
the dynamics of the system are presented and discussed below.

A diagram of the proposed system dynamics in the vicinity
of an ErAs nanoparticle based on the experimental results
can be seen in the inset of Fig. 1(b). Carriers excited
into the conduction band either relax through typical GaAs
photocarrier decay channels [29], or can be captured by the trap
state and nonradiatively recombine. Carriers populating the
interface state may be photoexcited into the GaAs conduction
band, nonradiatively recombine, or scatter into the GaAs
conduction band from occupied interface states. As the volume
fraction of ErAs increases, the density of interface states
likewise increases.

The relaxation dynamics are studied via degenerate time
resolved pump-probe reflectivity (PPR) measurements at room
temperature for three photon energies: 1.38, 1.46, and 1.55 eV
to characterize the behavior of the composite systems below,
near and above the GaAs bandgap (Eg = 1.42 eV). The
intrinsic GaAs response at each photon energy is shown as
a reference. The probe fluence is held constant at 0.5 μJ/cm2

throughout all measurements. The PPR signal is given as the
relative change in reflectivity induced by the pump pulse with
respect to the background reflectivity measured by the probe
(�R

R0
) with a signal strength on the order of 10−3. Data are fit

using multiple exponential functions to extract time constants,
with the error bars as indicators of fit uncertainty.

Figure 1(b) shows the experimental PPR of the GaAs ref-
erence and ErAsx :GaAs1−x systems photoexcited at 1.38 eV,
below the GaAs band gap. Excitation below the band gap
produces a negative PPR response [29,30], and the small GaAs
transient is the result of excited defects or surface states, which
decay nearly instantaneously within the measurement resolu-
tion. The ErAs-containing sample responses are characterized
as a single sharp negative peak followed by an exponential
decay. The ErAs responses are significantly longer lived than
the GaAs reference, and increasingly negative with ErAs
incorporation. Time-resolved conductivity measurements of
ErAs:GaAs superlattice composites have indicated GaAs
photocarriers are captured by the interface states within a few
ps of excitation [23]. Further, the trapping times vary with
ErAs-incorporated layer spacing, suggesting that decreasing
the distance between ErAs nanoparticles decreases the amount
of time excited carriers travel before being captured by the
interface states [3,6,23,24]. As the excitation energy is not
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(a)

(b)

FIG. 2. (Color online) Differential reflectivity response for
x = 0.5%–10% volume fractions of ErAsx :GaAs1−x and the GaAs
reference for a pump fluence of approximately 15 μJ/cm2 at (a) 1.46
and (b) 1.55 eV. The solid lines are exponential fits used to extract the
time constants. The carrier dynamics in the GaAs reference response
are faster at 1.55 eV compared to 1.46 eV as a result of carrier-carrier
scattering and optical phonon emission redistributing energy more
effectively than acoustic phonon emission. The ErAs-containing
samples display faster carrier trapping times and the higher volume
fractions also recover faster at 1.55 eV. For 0.5% and 2.5%, the extra
carrier momentum and density slow the recovery process.

sufficient to excite carriers across the GaAs band gap, the initial
response at zero time delay is the result of carriers excited
from the interface states into the GaAs conduction band being
captured by the traps. The magnitude of the PPR response
at 1.38 eV further reinforces the correlation between the
density of interface trap states and the ErAs volume fractions
observed in the absorption data: the higher volume fractions
have more partially occupied interface states capable of being
photoexcited.

Figure 2 shows the response of each sample excited above
the GaAs conduction band edge at 1.46 and 1.55 eV. The
response of the ErAs:GaAs composites changes significantly

with photoexcitation energy. At both excitation energies, the
ErAs-containing samples show evidence of the negative carrier
trapping signatures [3], followed by a positive rise. At 1.46 eV,
the positive rise appears to be recovery of the system to pre-
pump conditions; while at 1.55 eV, the positive rise is more
pronounced and no longer appears to be a simple recovery.

The PPR response of the GaAs reference at 1.46 eV is
characterized by the slow exponential decay of excited carrier
populations, indicative of carrier and lattice thermalization
processes in the conduction band [29,30]. The ErAsx :GaAs1−x

responses show markedly different behavior from the GaAs
reference within the first few ps of photoexcitation. Except for
the 0.5%, the ErAs containing systems all display a negative
trapping signature following photoexcitation, indicating GaAs
carriers are excited directly into the interface trap states.
The 0.5% system exhibits GaAs-like excitation, followed
by a slow negative transient at longer time delays. The
positive peak at short time delays suggests the traps states
may be initially saturated during photoexcitation, requiring
several picoseconds for the traps to empty and the excited
carrier population to be reduced. The negative maxima of
the 7.5% and 10% volume fractions slowly evolve with an
exponential behavior toward the pre-excitation reflectivity
values, indicating the trap density is sufficient to capture the
excited photocarriers. Following the trapping signature for
the 2.5% and 5% systems, the systems recover slowly to
preexcitation values. The PPR response of the 5% volume
fraction is smaller than the other samples at this excitation
energy and is likely a result of the lower index of refraction of
this sample at 1.46 eV; see Ref. [25] for more information.

Photoexcitation at 1.55 eV is shown in Fig. 2(b). The fast
biexponential decay of the GaAs reference is a result of carrier-
carrier scattering and optical phonon emission, followed by
thermalization [29,30]. All of the composite samples studied
initially display carrier excitation into the GaAs conduction
band followed by a negative signature and a slower positive
contribution at longer delay times. The negative transient at
1.55 eV is attributed to a rapid decrease in the excited carrier
population as a result of trapping, consistent with previous
studies at this excitation energy [3,23]. The 0.5% sample
has a weak trapping signature that gives way to a positive
rise after 5 ps. The 2.5% response shows a sharp trapping
signature followed by a strong positive rise which peaks in
the middle of the time window before decaying. The 5%–10%
volume fractions show similar responses where the trapping
signature gives way to a positive rise at longer time delays. The
positive reflectivity contributions at longer time delays could
be the result of electron injection from the embedded metallic
structures to the semiconducting host conduction band [1,31],
resulting in carrier movement to higher energy levels in an
Auger-like scattering process. The influence of trap density
versus carrier density on the observed dynamics will be further
explored below.

The effective trapping times at the three photon energies
studied are shown in Fig. 3, and are consistent with the
reported trapping times similar systems [3,6,23,24]. Intrinsic
trapping times below 190 fs have been reported for ErAs:GaAs
[6]; therefore, the observed effective trapping times are the
convolution of excited carrier capture and trap emptying
through nonradiative recombination. Increases in trapping
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(a) (b) (c)

FIG. 3. (Color online) The effective carrier trapping times for the ErAs samples as a function of pump fluence for the ErAsx :GaAs1−x

composite system at (a) 1.38, (b) 1.46, and (c) 1.55 eV. (a) The trapping times of the 0.5% and 2.5% volume fractions display no carrier density
(fluence) dependence, indicating the trap density is larger than the interface state carrier density. In contrast, the 5%–10% volume fractions
show an increase in trapping time with fluence, suggesting the excited interface state carrier density is greater than the trap density. (b) For
excitation at 1.46 eV, the 0.5%–5% samples exhibit trap saturation. For the 0.5% sample, excess carriers occupy the GaAs conduction band
resulting in marked increases in carrier capture time as the carrier density increases. The 7.5% and 10% volume fractions show no significant
change with respect to the effective trapping times observed at 1.38 eV. (c) Excitation at 1.55-eV results in carrier relaxation through the GaAs
conduction band, producing effective trapping times which are significantly longer for the 5%–10% volume fractions and show a strong carrier
density dependence. The effective trapping times of the 0.5% and 2.5% volume fractions display little variation and are shorter than those
observed at 1.46 eV: the traps are no longer saturated.

times with pump fluence are attributed to trap saturation when
carrier density exceeds trap density [24].

At 1.38 eV, the effective trapping times of the 5%–10%
volume fractions show a clear increase in trapping time
with pump fluence, while the effective trapping times of the
0.5% and 2.5% volume fractions are relatively unchanged.
Since the excitation energy is below the GaAs band gap,
these measurements suggest that the carriers present in the
interface states of the 0.5 and 2.5% samples are being fully
excited at these fluences and the trap density is larger than
the interface state carrier density. In contrast, the 5%–10%
trapping times increase with fluence, suggesting the trap states
are saturating as more carriers are available for photoexcitation
in the interface states at higher volume fractions. For the high
volume fractions, the excited interface state carrier density
exceeds the trap density. This is consistent with Fig. 1(a),
in which increased absorption is observed for the 5%–10%
volume fractions compared to the low volume fractions.

As the excitation energy increases from 1.38 to 1.46 eV,
GaAs carriers are excited in addition to interface state carriers.
The effective carrier trapping times of the 0.5%–2.5% volume
fractions significantly increase and exhibit pump fluence
dependence. This behavior has previously been attributed to
trap saturation, where excited carriers remain in the GaAs until
the trap state is available [23]. For the 0.5% sample, the carriers
waiting to be captured by the trap states give rise to the positive
PPR response observed in Fig. 2(a), suggesting the interface
states are fully occupied. The 2.5% and 5% samples show
slight increases in trapping time at higher pump fluences with
respect to 1.38 eV, but still maintain the trapping signature in

the PPR response, indicating the excited carriers occupy the
interface states while waiting to recombine. The 7.5% and 10%
show no significant change in trapping time within the error of
the measurements and the PPR response at 1.46 eV deviates
little from that observed at 1.38 eV: the density of the interface
states is sufficient to accommodate the GaAs photocarriers.

The effective carrier trapping times at 1.55 eV show the
same general trends as those observed at 1.38 eV, but are
significantly longer as a result of carrier relaxation through
the GaAs conduction band states before trapping. For the high
volume fractions (5%–10%), the excited carriers remain in the
GaAs conduction band while waiting to be trapped; increasing
the effective trapping time with higher carrier densities. For the
0.5% and 2.5% systems, the effective trapping times show no
clear fluence dependence and are shorter than those observed
at 1.46 eV, implying the excess carriers are not simply waiting
to be trapped but are involved in another dynamical process. It
is clear from looking at the PPR spectra of the 0.5% and 2.5%
at 1.55 eV that carriers appear to be repopulating the GaAs
conduction band rather than waiting in low energy states to be
trapped.

The PPR spectra for excitations above the band gap are
characterized by a negative trapping transient and a subsequent
positive rise. These positive contributions are compared in
Fig. 4 as ratios of the extracted recovery time constants
at 1.46 eV to those at 1.55 eV for the ErAs-containing
samples. The recovery time of the 5%–10% volume fractions
is observed to increase at the higher excitation energy with
little influence from photocarrier density (fluence). Carrier
trapping is the major dynamic process observed in the PPR
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FIG. 4. (Color online) The change in recovery time (1.45 eV/

1.55 eV) as a function of pump fluence for the ErAsx :GaAs1−x

composite systems. The 5%–10% volume fractions display longer
recovery times at higher excitation energies and little fluence depen-
dence: the recovery process is slower for higher carrier momentum.
The recovery times for the 0.5% and 2.5% volume fractions are
significantly shorter at the higher excitation energy and the recovery
times are the shortest for the highest photocarrier densities (fluences).
The decrease in recovery time with increased carrier momentum and
density suggest the carriers are utilizing another relaxation pathway.

response of the high volume fraction samples and the increase
in carrier momentum slows the recovery process, increasing
the time for carriers at the interface to relax through the trap
states. A different trend is observed for the recovery time
of 0.5% and 2.5% volume fractions. The PPR spectra of
the 0.5% and 2.5% volume fractions at 1.55 eV display a
positive rise beyond the recovery signal of the other samples:
the reflectivity values exceed the pre-excitation values at long
time delays. The recovery times for these two systems at
1.55 eV are significantly shorter than what is observed at
1.46 eV and recovery happens most quickly at the highest
photocarrier densities (fluences). The trapping time constants
in Fig. 3 for these two samples indicate the trap states are
saturated at 1.46 eV but not at 1.55 eV. The decrease in
recovery time with increased carrier momentum and density,
combined with the positive PPR response at long time delays
suggests the carriers are utilizing another energetic pathway:
given sufficient momentum and density, the excited carriers
scatter back into the GaAs conduction band.

III. DISCUSSION

Considering the static absorption, PPR, fluence and energy
dependent characteristic times, the following picture of the

ErAs:GaAs system emerges. Below the band gap, photocarrier
excitation of the interface states results in a population of car-
riers in the GaAs conduction band which are rapidly trapped.
For low volume fractions, the trap density exceeds the interface
state carrier density, producing nearly constant trapping times
as pump fluence is changed. In contrast, higher volume
fractions exhibit increased trapping times as carrier den-
sity increases, indicating the excited interface state carrier
density is larger than the trap density. At 1.46 eV, carriers
are excited primarily from the GaAs host into the available
interface states, populating the conduction band edge if the
traps states are occupied. The recovery of the composite
systems depends on the availability of the trap states, with
higher volume fractions recovering more rapidly. Carriers are
excited high into the GaAs conduction band at 1.55 eV and
are rapidly captured by the interface traps. The high carrier
momentum and occupation of the interface traps induces
carrier scattering from the trap states to the GaAs conduction
band when the carrier density exceeds the trap density.

IV. CONCLUSIONS AND OUTLOOK

In summary, the incorporation of semimetallic ErAs during
the growth of GaAs produces nanoparticles with partially
occupied interface states that extend into the GaAs band gap.
These states are capable of being occupied and excited, in
addition to providing traps for rapid carrier relaxation. The
dynamics associated with the presence of these states depend
highly on the excitation energy and density of the carriers as
well as the density of interface states. This work represents
the most comprehensive study of the relaxation dynamics of
single-layer ErAs:GaAs composites to date.

The unique optical properties of ErAs:GaAs composites
suggest such systems can be used for adaptive, highly tailored
structures where the injection and depletion of carriers is
optically controlled [2] and unwanted carrier dynamics can
be swept out through biasing. Flexibility in the growth process
could prevent stark interfaces and thereby improve charge
transfer, lower resistivity, and tune barrier heights. Specific
volume fraction devices could be used for photon detection
at discrete energies or for carrier density detection. However,
detailed knowledge of carrier dynamics is a critical preliminary
step in order for ErAs:GaAs composite applications to be
realized.
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