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Effects of interfacial roughness on phonon transport in bilayer silicon thin films
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We report on molecular dynamics studies of phonon (lattice vibrations) transport in bilayer silicon thin films
stuck together via van der Waals interactions. Results indicate that for bilayer thin films with an atomically
smooth interface, the in-plane thermal conductivity of the bilayer films is the same as that of a single layer;
however, the in-plane thermal conductivity of bilayer films is higher than that of single films if roughness is
introduced at the interface. These observations are explained by the effects of interfacial roughness on phonon
specularity parameters for transmitted and reflected phonons.
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Thermal transport through material interfaces attracts a lot
of attention because of the important role it plays in thermal
management of micro/nanoelectronic devices, nanostructured
materials-based energy harvesting, and nanocomposites [1–5].
Recently, van der Waals (vdW) interaction mediated phonon
transport at material contacts has attracted significant attention
because it is commonly encountered in nanocomposites,
metrology, and nanoelectronic devices [6–9]. For example, in
carbon nanotubes (CNTs) and graphene based nanoelectronic
devices, they are usually laid on dielectric substrates via van
der Waals contacts or interfaces [10,11]. Traditionally, vdW in-
teractions are regarded as a kind of weak coupling mechanism
compared to the much stronger bonding forces such as covalent
or ionic bonding. As a result, it is widely believed that phonons,
the dominant energy carriers in nonmetallic nanostructures,
have a high probability of being scattered at the vdW contacts,
which leads to significant contact resistance [12–14]. In fact,
phonon scattering at the vdW contacts has been considered
to be responsible for the limited enhancement in the thermal
conductivities of CNT-polymer composites [15,16].

In additional to posing resistance to thermal transport in the
direction that is normal to the vdW interface, phonon behavior
at vdW interfaces could also have important effects to energy
flow in the direction parallel to the vdW interface. For example,
it has been shown that the in-plane thermal conductivity of
multilayer graphene [17] or supported graphene [8] is lower
than that of suspended single-layer graphene [17–21], which
has been attributed to the interlayer phonon scattering or that
between the supported graphene and the substrate [17,19–22].
On the contrary, Guo et al.’s [23] and Ong et al.’s [24] results
show that the coupling force plays a positive role in the
enhancement of thermal conductivity. However, the underlying
mechanism behind these phenomena is the change of phonon
dispersion in the components of the coupling systems. These
components usually have low dimensional structures, such as
atom chains, carbon nanotubes, graphenes, etc., whose lattice
vibrations are easily disturbed by the coupling strength.
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While interlayer vdW interactions affect the in-plane
phonon transport in coupling systems through changing the
phonon dispersion, another different mechanism has been
found recently. Yang et al. [6] demonstrate experimentally
that the in-plane thermal conductivity of a bilayer boron
nanoribbon stuck together through vdW forces could be
significantly higher than that of a single boron nanoribbon,
which is explained as follows. The low frequency phonons
responsible for thermal transport in these boron nanoribbons
have a much longer bulk mean free path than the film thickness.
As such, in a single nanoribbon, the effective phonon mean
free path is dominated by the film thickness due to the strong
phonon-boundary scattering. A clean vdW interface between
two identical ribbons, however, allows for a significant portion
of phonons to transmit through ballistically without being
scattered, which extends the effective phonon mean path and
leads to an enhanced thermal conductivity.

One issue that is not explicitly discussed in Yang et al.’s
report is the specularity parameter at the vdW interface, even
though it is assumed in their discussion that the specularity
parameters for the reflected phonons from the free surfaces of
the suspended ribbons and the vdW interfaces are identical.
However, for double ribbons to have an enhanced in-plane
thermal conductivity, the transmitted phonons have to have a
much higher specularity parameter than reflected phonons.
In fact, in their discussion the specularity parameter for
transmitted phonons are assumed to be unity by regarding
phonon transmission as ballistic. As such, the specularity
parameters for transmitted and reflected phonons at the vdW
interface take very different values.

Given the importance of roughness in determining the
specularity parameters, here we report on studies using
nonequilibrium molecular dynamics (NEMD) simulation to
assess the effects of roughness at vdW interfaces on in-plane
thermal conductivity of single and bilayer silicon thin films.
Our results indicate that roughness does play a critical role
and determine whether the in-plane thermal conductivity is
enhanced for bilayer thin films.

Figure 1(a) shows the schematic of the simulation domain
composed of two layers of silicon thin films sticking together
via a vdW interface. Periodic boundary conditions are applied
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FIG. 1. (Color online) (a) Schematic of the simulation domain.
Periodic boundary conditions are applied in both x and y directions,
and free boundary condition is used in the z direction. Heat source (red
region) is located at the center of the simulation cell, while heat sink
is located at the edges (blue region). The heat flux is imposed along
the x direction. (b) Typical temperature profile along the heat flux
direction. The inset is the temperature variation with the simulation
time at position 1 and 2.

in both x and y directions with free boundaries at the top and
bottom surfaces in the z direction. As such, any stress along
the z direction can be released. The lattice constant is set as
the equilibrium lattice constant at the simulation temperature,
which is extracted by running a separate simulation of bulk
silicon crystal using an NPT ensemble, which indicates
that the lattice constant varies approximately linearly with
temperature. It is worth noting that even though there is a
temperature gradient along the heat flux direction, the stress
along the x direction should still be minimal considering
the almost linear dependence of the lattice constant on the
simulation temperature. In the simulation, a heat source (red
region) is imposed at the center of the simulation domain,
while heat sinks are located at the two ends of the simulation
domain (blue regions). This configuration produces a bilateral
symmetric temperature profile about the heat source, as shown
in Fig. 1(b).

We use the molecular dynamics package LAMMPS [25,26]
with the Stillinger-Weber [27] potential for interactions be-
tween silicon atoms in each silicon layer. The interaction
between silicon atoms in different silicon layers is modeled
with the Lennard-Jones (LJ) potential to represent the vdW
interface between the two films [28]. The LJ potential is

expressed as

V (r) = CLJ4ε

[(
σ

r

)12

−
(

σ

r

)6]
. (1)

The parameter CLJ is set as either 0 or 1. With CLJ = 0,
the two silicon thin films do not interact with each other,
which represents two freestanding films. On the other hand,
for CLJ = 1, the two films are coupled together through the
vdW interaction. For all calculations we have ε = 0.01344 eV
and σ = 0.384 nm, which is adopted from Ref. [28]. In all
simulations, the time step is set as 0.5 fs and the whole system
is first equilibrated under an NVT ensemble for 1 ns, which
is followed by a 0.25 ns process under an NVE ensemble to
check whether the simulation temperature is stable at the set
value. After confirming that the system reaches equilibrium, a
heat flux is imposed by adding energy �E per unit time to the
heat source and subtracting an equal amount of energy from
the heat sink at the same time. The heat flux q is obtained by

q = 0.5 · �E
/
A, (2)

where A is the cross-sectional area normal to the heat flux
direction. The factor of 0.5 is used in formula (2) due to
the period boundary condition applied along the x direction,
leading to two paths for heat energy transport from the heat
source to the heat sink. With the heat flux imposed, another
1 ns simulation is performed for the system to reach steady
state, after which the temperature profile is extracted from
the average of over 3 ns additional simulation. Based on the
imposed heat flux and the obtained temperature profile, we can
derive thermal conductivity using the Fourier’s law

q = −k
dT

dx
, (3)

where k is the thermal conductivity, and dT/dx is the
temperature gradient along the heat flux direction.

The in-plane thermal conductivities of bilayer silicon thin
films of different lengths (half of the simulation domain length)
ranging from 20 to 120 nm at a simulation temperature of 200 K
are calculated from Eq. (3), as shown in Fig. 2. The uncertainty
of the thermal conductivity is estimated by considering the
uncertainty of the temperature gradient. We set the simulation
temperature to 200 K to observe the phenomena with less
interference from Umklapp scattering. When CLJ is set as
0, the two thin films do not interact with each other, in
which case the calculated thermal conductivity should equal
to that of a single layer thin film. On the other hand, if
CLJ is set to 1, a vdW interface is formed between the two
contacting thin films. According to Yang et al.’s explanation of
their experimental observation, a portion of phonons striking
the vdW interface will transmit through ballistically, which
significantly extends the effective phonon mean free path,
leading to an enhancement to the in-plane thermal conductivity
for bi-layer thin films.

However, the simulation results shown in Fig. 2 do not
follow the experimental trend, i.e., no thermal conductivity
enhancement is observed for bilayer thin films. To understand
this difference between experimental and numerical results, it
is necessary to examine the detailed behavior of phonons when
they hit the interface. When a phonon strikes an interface, it
can be specularly reflected, diffusely scattered, or ballistically
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FIG. 2. (Color online) The in-plane thermal conductivity of bi-
layer silicon thin film with perfect surface at 200 K as a function of
the film lengths (ranging from 20 to 120 nm). The black square
and triangle symbols represent the thickness dependent thermal
conductivity of the bilayer silicon thin film without vdW interaction,
while the red hollow triangle stands for that with vdW interaction.

transmitted through. One difference between the experimental
case and the numerical model is that for the boron nanoribbons
in the experimental studies, a surface amorphous layer of 0.5–
1 nm exists, which leads to surface roughness. This surface
roughness, even though extremely small, is significant enough
to render the reflected phonons of a very small specularity
parameter. According to Ziman, the specularity parameter for
reflected phonons can be expressed as [29]

p = exp

(−16π3η2

λ2

)
, (4)

where η is the asperity parameter and λ is the wavelength of
incident phonons. For any phonons with a wavelength smaller
than 10 nm, Eq. (4) gives a specularity parameter that is
lower than 1% with a roughness of mere 1 nm. As such, for
the experimental case, we can regard the reflected phonons
from the interface as diffusely scattered, and if the transmitted
phonons are ballistic, then the effective phonon mean free
path will be extended significantly, leading to the observed
enhancement in the in-plane thermal conductivity. However,
for the numerical model, since the interface is atomically
flat, a significant portion of the reflected phonons will be
specular. In this case, the condition for thermal conductivity
enhancement becomes that the specularly reflected phonons
plus the ballistically transmitted phonons in the bilayer film
should exceed the total specularly reflected phonons in a
single freestanding film. Unfortunately, the data shown in
Fig. 2 suggest that this condition is not satisfied. Instead, the
simulation results indicate that the percentage of phonons that
retain their in-plane momentum when they strike the vdW
interface in the bilayer case or a free surface in the single ribbon
case are approximately the same. The significant difference
between the experimental observation and the MD simulation
suggests that surface roughness plays a critical role in the
in-plane thermal conductivity of bilayer thin films.

FIG. 3. (Color online) The in-plane thermal conductivity of bi-
layer silicon thin film with rough surface at 200 K as a function of
the film lengths (ranging from 20 to 120 nm). The black triangle
symbols represent the thermal conductivity of the bilayer silicon thin
film without vdW interaction, while the red hollow triangle stands for
that with vdW interaction.

It is worth noting that the calculated in-plane thermal
conductivity of the 4.4 nm thick single layer thin films from
the MD simulation is much higher than what would be
expected based on diffuse boundary scattering, which indicates
that the specularity parameter of the free surfaces has to
be significant. Therefore, to replicate the experimental trend
where phonons are diffusely scattered at the ribbon surface,
we seek to introduce roughness to the boundary. In this study,
we introduce periodic roughness on the vdW interface into
the bilayer film to reduce the specularity parameter for each
single film as shown in the inset of Fig. 3. The height of the
roughness is set as 1.1 nm and the widths of peak and valley are
set as 0.9625 and 1.2375 nm, respectively. These parameters
are chosen to keep a proper x-component distance between the
upper peak and the lower peak to avoid extra repulsive force
between the peaks from the two sides of the interface. For
simplicity, this roughness is not applied on the top and bottom
side of the bilayer thin films.

Figure 3 shows the thermal conductivities of bilayer silicon
thin films corresponding to both CLJ = 0 and CLJ = 1. First,
the thermal conductivity values for both the bilayer and single
layer films are lower than those in Fig. 2, indicating that
the introduced roughness does help to induce more diffuse
scattering at the boundaries. Interestingly, introducing the
interfacial roughness does lead to higher thermal conductiv-
ities for bilayer thin films than those of single freestanding
thin films. Note that even though the enhancement is not as
significant as the experimental case, it is beyond the numerical
uncertainty. Comparison of the results in Figs. 2 and 3 strongly
suggests that the difference is indeed due to the roughness
at the interface. As such, these data verify that interfacial
roughness helps to reduce the specularity of reflected phonons,
leading to lower thermal conductivity of single freestanding
thin films. For bilayer films, however, a portion of phonons
transmit through the vdW interface ballistically, which helps to
increase the overall specularity parameter of the vdW interface
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and renders an effective phonon mean free path longer than
that in a single freestanding film, which leads to an enhanced
thermal conductivity as compared with corresponding single
layer films.

In order to further confirm that the introduced roughness
does reduce the phonon specularity parameter, we use NEMD
to model two additional cases with different roughness
patterns. The phonon specularity parameter for each case is
then extracted through a kinetic model based on the Boltzmann
transport equation. Figure 4(a) is the schematic of the new
simulation domain with periodic boundary conditions applied
only along the y direction. The heat source (red region) and
heat sink (blue region) are located at the two ends of the model.
Two unit cells at the two ends are fixed during the simulation.
We adopt this new approach to make full use of the simulation
domain length. The simulation was conducted the same as
previously described except that the temperature is set at 300 K
for the convenience of theoretical fitting using the Boltzmann
transport equation (BTE). The top and bottom surfaces are
employed with periodic rectangular roughness. The height of
the roughness is set as 0.55 nm and the widths of the peak and
valley are set the same for all cases and w is the periodic length
of the roughness. The boundaries are perfectly smooth when
w is set to infinity. Figure 4(b) plots the thermal conductivity
calculated using the distance between the peaks from the top
side and the bottom side as the film thickness, depicted as
d1 in Fig. 4(a). Figure 4(c) presents the thermal conductivity
with the film thickness taken as the distance between valleys,
depicted as d2 in Fig. 4(a). For the thin film with perfectly
smooth boundaries, there is no peaks or valleys. In this
case, thermal conductivity is calculated using the distance
between the top side and the bottom side as the film thickness,
depicted as d. Both Figs. 4(b) and 4(c) show that the thermal
conductivity decreases as surface roughness is introduced. The
theoretical results using the kinetic model [30] with different
specularity parameters are also shown in the figure as solid
lines. To compare with the results from the kinetic model, the
scatter values in Figs. 4(b) and 4(c) are reduced MD thermal
conductivity after quantum correction [31]. According to this
model, the thermal conductivity of thin films is written as [30]

kfilm = 3kBωD

4πc

1

N

N∑
i=1

g(ωi,θi,φi,ξi), (5)

where kB is the Boltzmann constant, ωD = c(6π2/�)1/3 is
the Debye frequency, and c = 2737 m/s is the speed of sound
averaged between the three acoustic branches, two transverse
and one longitudinal mode [30]. � is the primitive cell volume.
For silicon with a diamond structure, the primitive cell volume
is a3/4, where a = 0.543 nm is the lattice constant. θ and ϕ

are the spherical angles, ξ is a random number ranging from
0 to 1, N is the sampling number. g(ω, θ , ϕ, ξ ) is the integral
function, which is expressed as

g(ω,θ,φ,ξ ) = (�ω/kBT )2e�ω/kBT

(e�ω/kBT − 1)2 ω2τ (ω,θ,φ,ξ )cos2θ sin θ,

(6)
where ћ is the reduced Planck constant, and T = 242 K (after
quantum correction) is the temperature. τ is the averaged
phonon relaxation time. Matthiessen’s rule is applied to

FIG. 4. (Color online) (a) The schematic of the simulation model.
Periodic boundary conditions are applied in y direction, and free
boundary condition is used in the z direction. Heat source (red region)
is located at the center of the simulation cell, while heat sink is
located at the edges (blue region). The heat flux is imposed along
the x direction. Two unit cells at the most two ends are fixed during
the simulation procedure. The in-plane thermal conductivity of single
layer silicon thin film with different rough surfaces at 300 K (after
quantum correct is 242 K) as a function of the film lengths (ranging
from 50 to 300 nm). The scatters are NEMD simulation results after
quantum correction and the curves are obtained by fitting the BTE
with a kinetic model. Thermal conductivities are calculated using
d1(b) or d2(c) as the film thickness.

combine the effects of phonon-phonon (τ∞) and phonon-
boundary (τB) scattering, which yields

τ (ω,θ,φ,ξ ) = τ∞(ω)τB(θ,φ,ξ )

τ∞(ω) + τB(θ,φ,ξ )
. (7)
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τ∞ is modeled using a relationship proposed by Callaway [32].
τ∞ = 1/(Aω2), where A = 4.12 × 10−17 is a temperature
dependent parameter which can be fitted with the thermal
conductivity of bulk silicon kbulk at the temperature T as
follows:

A(T ) = kB

2π2ckbulk

∫ ωD

0

(
�ω

/
kBT

)2
e�ω/kBT

(e�ω/kBT − 1)2 dω. (8)

τB is expressed as [30]

τB(θ,φ,ξ ) =
{

ll
/
c if ll < le and ξ > p,

le
/
c otherwise,

(9)

where p is the specularity parameter, which is used as the
fitting variable here. le is the averaged distance traveled
ballistically by a phonon before hitting the end boundary, and
ll is the averaged distance traveled ballistically by a phonon
before hitting the lateral boundary. le and ll are given as [33]

le(θ,φ) = L

2|cos θ | and ll(θ,φ) = d

2|cos φ sin θ | , (10)

where L and d are the length and thickness of the thin film to
be modeled, respectively. By randomly choosing the values of
ω, θ , ϕ, and ξ in the range of [0, ωD], [0,π ], [0,2π ], and [0,1]
respectively, thermal conductivity of thin films with length
L and thickness d can be calculated through Eqs. (5)–(10).
Figure 4(b) shows that the red triangle values are even below

the lowest fitting curve yielded from the kinetic model by
setting p = 0. This is because the maximum thickness d1

is used as the film nominal thickness in calculating the
thermal conductivity for the rough film. In Fig. 4(c), d2 is
used as the film nominal thickness. The results demonstrate
that the surface roughness can reduce the phonon specularity
parameter effectively from 0.66 to less than 0.3, which clearly
demonstrate the effectiveness of introducing roughness to the
vdW interface to enhance the diffuse scattering for incident
phonons.

In summary, we simulate the in-plane thermal conductivity
of single and bilayer silicon thin films with perfectly smooth
and rough interfaces between the constituent single layer films
using the NEMD method. For smooth interface, our results
show that due to a relatively high specularity parameter, the
thermal conductivity of bilayer thin films is almost the same
as that of single layer films. In the case of a vdW interface
with roughness, the specularity parameter for the reflected
phonons is significantly reduced while transmitted phonons
maintain a high specularity parameter, which leads to extended
effective phonon mean free path and an enhanced thermal
conductivity, as that observed experimentally with boron
nanoribbons.
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