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Fermi-level pinning through defects at GaAs/oxide interfaces: A density functional study
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Using density functional calculations, we study a set of candidate defects for Fermi-level pinning at GaAs/oxide
interfaces. The set of considered defects comprises both bulklike and interfacial defects, including As antisites,
Ga and As dangling bonds, the As-As dimer/dangling bond defect, and several defect complexes. The defects
are generated within atomistic model structures representing the GaAs/Al2O3 interface. Formation energies of
bulklike defects are obtained and compared with those of corresponding bulk defects, while interfacial defects
are studied through their relative defect energies. Finite-size corrections to the defect energies are applied through
a scheme that accounts for the interfacial geometry of our models. Defect levels are defined as thermodynamic
transition levels between different charge states and are calculated for all considered defects. Through an
alignment procedure based on hybrid functional calculations, the defect levels are then positioned within the
calculated band gap of GaAs that reproduces the experimental one, thereby enabling direct comparisons with the
experimental density of defect states. Our study shows that several As-related defects show a similar amphoteric
bistability between an As-As dimer state and a configuration with two doubly occupied As dangling bonds. The
associated charge transition levels generally lie in the midgap region, in accord with experimental observations.
This mechanism is proposed as the origin of the observed Fermi-level pinning at GaAs/oxide interfaces.
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I. INTRODUCTION

Among the class of III-V compounds, GaAs is the prototype
material presently considered as a replacement for silicon
in complementary-metal-oxide-semiconductor (CMOS) tech-
nology owing to its high electron mobility [1,2]. However,
the development of a GaAs-based technology is held back
by the low quality of GaAs/oxide interfaces [3,4]. Indeed, a
high density of interfacial defect states is found to prevent the
proper operation of GaAs-based devices through Fermi-level
pinning [4,5].

For GaAs, Fermi-level pinning is observed at the interface
with typical oxides [3–6], at the surface upon submonolayer
deposition of various metals or oxygen [7–10], and in the
bulk either upon oxygen doping [11–15] or high-energy
irradiation [16–18]. The occurrence of defects has been
suggested to underlie all these observations. Nevertheless,
the energy at which the Fermi level is pinned depends on
the specific GaAs-based system, thus suggesting that different
pinning mechanisms are operative.

Fermi-level pinning due to defects could be understood
assuming that the defects give rise to a high density of defect
states within the semiconductor band gap. However, a different
mechanism based on the occurrence of amphoteric defects has
been proposed by Walukiewicz [16]. Such defects could be
formed either as acceptors or as donors depending on the
position of the Fermi energy in the band gap. In turn, the
formation of such amphoteric defects then affects the position
of the Fermi level, pushing it towards higher energy when
a donor defect is created or towards lower energy when an
acceptor defect is created. This feedback mechanism leads to
the pinning of the Fermi level at the energy where the donor
and the acceptor character of the defect coexist.

Focusing on GaAs/oxide interfaces, a high concentration
of interfacial defects is generated when the oxides are grown
on GaAs substrates through atomic layer deposition [19–28].
The measured density of interface states (Dit) shows minor
peaks in the vicinity of both the valence and the conduction

band. These peaks have been shown to be responsive to
sulfur passivation [4,5,29]. However, the major peak located
at midgap (∼0.7 eV above the valence band maximum) has
eluded passivation and has thus been identified as the major
obstacle for using GaAs in CMOS devices [4,5,26]. Density-
of-states measurements indicate that the midgap peak separates
donorlike from acceptorlike defect states, thereby favoring
the mechanism based on amphoteric defects as origin of
Fermi-level pinning in GaAs [6]. Experimental observations,
such as the As interfacial enrichment upon oxidation [30]
and the reduction of the midgap defect density when using
Ga-rich surfaces prior to oxidation [5], suggest that the defect
responsible for this peak is related to arsenic. The experimental
characterization is further complicated by the realization of
unpinned GaAs/oxide interfaces obtained through molecular
beam epitaxy (MBE) [3,31–33].

Significant insight into the role of specific defects has
recently been acquired through the use of density functional
calculations [34–45]. The small peaks in the density of defect
states close to the valence and conduction band edges have thus
been assigned to As and Ga dangling bonds (DBs) [36,42].
The antibonding state of the As-As dimer has also been
proposed to give defect states close to the conduction-band
minimum (CBM) [38,40,42,44]. As far as the midgap peak
is concerned, there are both experimental and theoretical
indications that point to the As antisite defect [30,46,47],
but a detailed identification based on precise peaks in the
measured Dit is still lacking [43]. More recently, it has been
suggested that the As-As dimer/DB defect acts as the dominant
defect at GaAs/oxide interfaces [43,45]. The As-As dimer/DB
defect shows a bistability between an As-As dimer and two
doubly occupied dangling bonds (2 DB•

As). Its amphoteric
nature provides a mechanism for Fermi-level pinning and
its donor/acceptor character agrees with the experimental
characterization of the midgap peak in the Dit [6].

Several GaAs-based systems other than GaAs/oxide inter-
faces also show Fermi-level pinning due to defects. Upon
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a high dose of irradiation, the Fermi energy in bulk GaAs
is found to stabilize at ∼0.6 eV from the valence band
maximum (VBM), regardless of its initial position in the
band gap [16–18]. This behavior has initially been assigned
to the amphoteric nature of bistable Ga vacancies [48]. More
recently, a defect complex involving an As vacancy (VAs) and
two As antisites (AsGa) has been proposed [49]. This defect
also occurs in the form of a VGa-AsGa complex, and is here
denoted as VGa-AsGa/VAs-2 AsGa. This complex is not only
amphoteric like the Ga vacancy but is also predicted to have
a defect level in correspondence of the pinned Fermi level. In
oxygen-doped GaAs, Fermi-level pinning occurs at ∼1.1 eV
above the VBM [11,15], presumably due to oxygen-related
defects. The rich experimental characterization [11–15,50–53]
combined with density functional studies [54,55] have enabled
the identification of the (AsGa)2-OAs defect consisting of a
Ga-O-Ga unit next to two As antisites. In particular, recent
hybrid-functional calculations for this defect have yielded
excellent quantitative agreement with experiment for both the
position of the pinned Fermi level and the optical transitions
between its different charge states [55]. Defect-induced Fermi-
level pinning has also been observed at GaAs surfaces. The
deposition of only a small amount of various metals or oxygen
is sufficient to pin the Fermi level [7–10]. The pinning occurs
in correspondence of the energy levels of AsGa defects offering
a straightforward assignment [7]. However, more recently, an
alternative interpretation based on the formation of the As-As
dimer/DB defect has been suggested [43].

In this work, we present an extensive density functional
study of GaAs defects in view of identifying likely candidates
for Fermi-level pinning at GaAs/oxide interfaces. We model
the defects in the vicinity of the interface adopting atomistic
models of the GaAs/Al2O3 interface as parent structures. The
set of considered defects includes typical bulk defects, such
as the As antisite [30,56], the VGa-AsGa/VAs-2 AsGa defect
complex [49], and the (AsGa)2-OAs defect [54,55], but also
interfacial defects, such as the Ga dangling bond [36,42],
the As dangling bond [36], and the As-As dimer/DB de-
fect [38,40,42,43]. All these defects have been related to the
occurrence of Fermi-level pinning, and are here treated on
an equal footing using the same computational setup. Our
assignment scheme is based on the accurate determination of
defect levels and on the comparison with the experimental
Dit, in particular with the goal of identifying the origin of its
midgap peak. Therefore, special attention is paid in our study
to align the calculated levels with respect to the GaAs band
edges through the use of hybrid functional calculations and to
the treatment of finite-size effects resulting from the use of an
interface geometry. In particular, in the case of bulk defects, the
effect of the near-interface location is addressed in comparison
to a location in the bulk.

The paper is organized as follows. In Sec. II, we describe
our theoretical approach. In particular, this section contains
a description of the interfacial models used, an outline
of our scheme for the calculation and the alignment of
defect levels, and a discussion illustrating the distinction
between bulklike defects and interfacial defects. The results of
our calculations for bulklike defects and interfacial defects
are given in Secs. III and IV, respectively. In Sec. V, a
direct comparison between our results and the experimental

density of interface states is presented and conclusions are
drawn.

II. METHODS

A. Electronic-structure method

All the defect models in this work have undergone full
structural relaxation within a density-functional-theory (DFT)
scheme in which the electronic structure is described through
the semilocal functional proposed by Perdew, Burke, and
Ernzerhof (PBE) [57]. We use plane-wave basis sets together
with norm-conserving pseudopotentials, as provided in the
QUANTUM-ESPRESSO suite of programs [58]. The basis sets
are defined by a kinetic energy cutoff of 70 Ry. For the
bulk calculations of the bulklike defects, we used a 64-atom
supercell and an off-center translated 2 × 2 × 2 k-point mesh,
which has been found to yield converged results [59]. In
the interface calculations, the supercell size is twice as large
in the direction perpendicular to the interface. We thus sample
the Brillouin zone of the supercell through a 2 × 2 × 1 k-point
mesh which results in the same k-point density as in the bulk
calculations.1

For determining the band edges of GaAs, we perform
hybrid functional calculations for bulk GaAs. We use the
hybrid functional proposed by Heyd, Scuseria, and Ernzerhof
(HSE) [60,61], as implemented in the QUANTUM-ESPRESSO

code [62,63]. The range-separation parameter is kept fixed at
its original value (μ = 0.11 bohr−1 [61]) to preserve the overall
accuracy of the functional [62]. At variance, the fraction of
nonlocal Fock exchange is set to α = 0.35 to reproduce the
experimental band gap GaAs (Eg = 1.52 eV [64]) following
the scheme outlined in Ref. [56]. This results in conduction-
band and valence-band shifts of +0.42 and −0.47 eV with
respect to the PBE band edges, respectively. We then position
the defect charge transition levels calculated at the PBE
level within this enlarged band gap by aligning the average
electrostatic potential in the PBE and HSE calculations
[65–67]. Indeed, for well-localized defect states, defect levels
calculated at the semilocal and at the hybrid-functional level
have been shown to agree closely provided such an alignment
scheme is adopted [62,68,69]. This general feature allows one
to use a computationally inexpensive functional such as PBE,
while retaining the same accuracy as achieved with the full
HSE calculation [43,66]. Focusing on the As-As dimer/DB
defect, we showed that the defect level obtained with our
alignment scheme and the corresponding one obtained with the
HSE functional differ by only ∼0.02 eV [67]. This incertitude
is negligible as it is considerably smaller than typical errors
affecting defect calculations. Through a benchmark study on
the As antisite in GaAs, the latter have been estimated to be
about 0.2 eV [56].

The application of the alignment scheme described above
relies on a sufficiently large band gap at the PBE level. In
our interface calculations, this condition is achieved as a
consequence of the quantum-confinement effect associated

1In this case, it was unnecessary to resort to an off-center k-point
mesh as the gap is opened through the quantum confinement effect.
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to the GaAs slab calculation. Similarly, in our bulk PBE
calculations, a large band gap is achieved through the use
of an off-center k-point mesh.

The structural relaxations in the approach used in this work
are carried out at the semilocal level and do not account for
particular relaxation effects that might occur at the hybrid
functional level. However, insofar as the hybrid functional
preserves the bonding properties achieved at the semilocal
level, such relaxations generally lead to minimal changes,
both as far as the structure and the charge transition levels
are concerned. For example, a full HSE calculation for the
As antisite in GaAs gives charge transition levels at 0.51 and
0.92 eV above the VBM [56], to be compared with the values
of 0.53 and 0.96 eV found in this work through our PBE-based
approach (see below). In particular circumstances, due to
an improved description of the self-interaction, structural
optimization at the hybrid functional level may lead to
asymmetric relaxations favoring the localization of the defect
wave function [70–73]. In such cases, the defect state results
from a competition between a symmetric and an asymmetric
state, which generally does not affect the charge transition
levels in a significant way [72].

B. Parent interface models

The defect structures are created within two parent model
structures of the GaAs/Al2O3 interface (see Fig. 1). Both
models originate from previously generated structures [40,47].
The original models have undergone full structural relaxation
upon minor modifications ensuring that the semiconductor-
oxide interface is characterized by Ga-O bonds, as suggested
from the interpretation of As 2p core-level spectra [47].

Model I consists of 227 atoms in a tetrahedral supercell and
is shown in Fig. 1(a). The repeat interface unit in the direction
parallel to the interface contains eight interface atoms of GaAs.
The oxide slab is modeled by the κ phase of crystalline
Al2O3, which shows a mass density and atomic coordinations
similar to those of amorphous alumina grown through atomic
layer deposition [74]. The interface pattern is obtained by
superimposing κ-Al2O3(011) to GaAs(001) and allowing for
small lateral strains. For GaAs, we use the experimental lattice
parameter of 5.65 Å [64], which corresponds to a bulk bond
length of 2.45 Å.

Model II has been designed to model the As-As dimer/DB
defect [40]. Model II is obtained from model I by displacing
the oxide slab and the interfacial Ga layer along the [110]

FIG. 1. (Color online) Atomic structures of two parent
GaAs/Al2O3 interface models considered in this study: (a) model I
and (b) model II. Model II contains an interfacial As-As dimer which
is shown in the foreground in (b).

direction until the Ga atoms lie atop of the As atoms. Upon
structural relaxation, the interfacial Ga and As atoms then form
an equal number of As-As and Ga-Ga dimers. Oxygen atoms
are subsequently inserted in the dimer bonds until a single
As-As dimer remains, as shown in Fig. 1(b).

It is important to remark that the structures in both model I
and model II satisfy electron-counting-rule arguments, which
are expected to govern the local electronic structure in III-V
semiconductors [38,75]. In the bulk, Ga and As atoms are
tetrahedrally coordinated contributing to each bond with 3/4
and 5/4 electrons, respectively. This ensures that all bonds
carry two electrons as required for closed shell systems.
In interface model I, a substrate layer of As atoms bonds
continuously to an oxide layer of cations, which are trivalent
and thereby satisfy the electron counting rule. As far as
interface model II is concerned, the electron counting rule
is also satisfied as the excess 1/2 electrons released by the
formation of an As-As bond are required to saturate the
formation of a Ga-Ga bond. We note that the addition of an
O atom in a homopolar bond does not modify the electron
counting, as a twofold-coordinated O atom contributes with
one electron per bond.

C. Defect formation energies and defect levels

In this study, the defect levels correspond to thermodynamic
charge transition levels and are obtained through the defect
formation energies of different charge states as a function of
Fermi energy. The charge transition levels then correspond to
Fermi energies at which the formation energies of the involved
charge states are equal.

For an isolated defect X at the interface, we calculate its
formation energy Ef[Xq] in its charge state q as a function
of the Fermi energy εF given with respect to the valence band
maximum (εv) [76]:

Ef[X
q] = Etot[X

q] + Eq
corr − Etot[ref]

−
∑

i

niμi + q[εF + εv + �v0/b], (1)

where Etot[Xq] is the total energy of the supercell with the
defect X in charge state q and Etot[ref] the total energy of
the defect-free reference supercell. For each species i, the
chemical potential μi of the ni added (or removed) atoms
allows us to describe various growth conditions. In this work,
we consider the As-rich condition in which μAs corresponds
to the tetrahedral As4 molecule, and μGa is derived from the
equilibrium condition with GaAs, μGa = μGaAs − μAs. μO is
taken to correspond to the isolated O2 molecule. εv is the VBM
of bulk GaAs as obtained from a separate bulk calculation.
�v0/b is a potential alignment term which accounts for the
potential shift between the calculations of bulk GaAs and of
the neutral interfacial defect [76,77].

In this work, we apply a finite-size correction E
q
corr that

accounts for the long-range nature of the Coulomb interaction
and the use of periodic boundary conditions. The applied cor-
rections are in the spirit of the method proposed by Freysoldt,
Neugebauer, and Van de Walle [78] but generalized to the
superlattice geometry used for modeling the interface [79]. The
defect charge is modeled through a Gaussian distribution with
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FIG. 2. (Color online) (a) Planar-averaged distributions of the
Gaussian model charge (G model, black line) and of the AsGa defect
charge in the +2 charge state as found in a DFT calculation at the PBE
level (red line). The defect is located at the origin and the interface
is visualized through a vertical line. (b) Dielectric constant profile
across the interface as used in the present work. (c) Planar averages
of the DFT-PBE electrostatic potential obtained as difference between
the potentials of the +2 charged and the neutral AsGa defect. The blue
line represents the short-ranged defect potential and is obtained as the
difference between the red and the black lines. The accolade indicates
a region far from the defect in which the short-ranged potential is
found to be constant.

a width of 1 bohr [Fig. 2(a)] and the dielectric-constant profile
is described through an error function with a smoothness
parameter of 2 bohr [Fig. 2(b)]. For the bulk dielectric
constants of GaAs and Al2O3, we use experimental values of
13.1 [80] and 9.6 [81], respectively. The size of largest finite-
size corrections obtained in this work are of the order of 0.2–0.4
eV for defects in the charge states ±2. The detailed parameters
defining the dielectric-constant profile are not critical. For
instance, using theoretical dielectric constants or any other
smoothness parameter ranging between 0.5 bohr and 4 bohr
affects the corrections by less than 20 meV. The electrostatic
potential generated by the Gaussian charge reproduces well
the DFT potential obtained from the difference between the
defect potentials in the charged and neutral charge states
[Fig. 2(c)]. The resulting short-range potential is obtained from
the difference of the DFT and the model potential and shows
a flat behavior far from the defect, thereby ensuring that the
defect charge distribution is well localized [75].

D. Bulklike defects and interfacial defects

In this work, we consider two types of defects located in
the vicinity of the interface. The first type of defects have
corresponding isolated defects in the bulk and their sole
difference is their proximity to the interface. We refer to these

defects as bulklike defects. This set includes the AsGa defect,
the (AsGa)2-OAs defect, and the VAs-2 AsGa defect complex.
These defects are here modeled at interface model I. In this
case the defect-free interface can be taken as reference in order
to define the defect formation energy as described in Eq. (1).

Next, we also consider another type of defects that does not
have corresponding bulk defects. These defects are peculiar to
GaAs terminations such as surfaces or interfaces. We refer to
this type of defects as to interfacial defects. Defects considered
here and belonging to this type are the Ga DB, the As
DB, and the As-As dimer/DB defect. Such defects generally
require specific models such as interface model II. When such
defects are created within periodic defect-free structures, the
periodicity is interrupted and can be restored only through
the introduction of secondary defective structural units. The
absence of a defect-free reference system which differs from
the defect only by the appearance of the defect itself prevents
the definition of absolute formation energies. For these defects,
only relative formation energies of different charge states can
be calculated.

The secondary structural units formed upon the creation of
such defects in previously defect-free systems may not satisfy
locally the electron counting rule and thus carry a charge
q ′. For instance, in interface model II, the formation of the
As-As dimer occurs in combination with the formation of the
interfacial Ga-O-Ga and As-O-As structures. When the local
charges are defined through electron counting arguments, the
As-As dimer is in a charge state q = 0.5, while the Ga-O-Ga
and As-O-As structures globally carry a compensating charge
of q ′ = −0.5. From this reasoning it follows that the charge
of the supercell Q does not necessarily correspond to the
charge q carried by the defect of interest. Indeed, the total
supercell charge Q corresponds to the sum of all local charges
in the supercell, namely the sum of the defect charge q and
of the charge q ′ of the secondary structural units. Moreover,
in order to study the energy levels of the defect of interest, it
is a necessary condition that upon charging the secondary
structural units remain electrically inactive, i.e., that their
charge q ′ does not vary. For this reason, we inserted O atoms
into all homopolar bonds but one in the generation of interface
model II.

For the electronic properties of interfacial defects, we
follow a two-step procedure [43]. First, we obtain the defect
energy �EQ corresponding to the supercell with charge Q:

�EQ = E
Q
tot + EQ

corr − Eref + QεF, (2)

where E
Q
tot is the total energy of the supercell and EQ

corr the
finite-size correction as it appears in Eq. (1). As discussed,
only the relative defect energies are accessible and a constant
reference energy Eref remains undefined. For simplicity, we fix
Eref such that the defect energy �EQ vanishes for εF = εv. Any
secondary structural units do not undergo any charge transition
for Fermi energies within the band gap. Thus, their energy as
function of εF shows a linear dependence with a slope defined
by their charge q ′. To the extent that q-q ′ interactions are
negligible, it is then possible to obtain the defect energy �Eq

pertaining to the sole defect of interest through the following
subtraction [43]:

�Eq = �EQ − q ′εF. (3)
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FIG. 3. (Color online) Defect energy of an interfacial Al DB
defect in bulk AlAs with different secondary structural units:
(a) pseudo-H atoms saturate the As DBs in the cavity leading to
neutral secondary structural units (q ′ = 0), (b) one of the pseudo-H
is replaced by a regular hydrogen atom leading to q ′ = 0.25.

The relative defect energies obtained in this way are sufficient
for determining the defect charge transition levels. However, in
absence of absolute formation energies, it is not possible to es-
tablish any link with the defect abundances at thermodynamic
equilibrium.

In order to illustrate the calculation of charge transition
levels through this procedure, we consider an Al DB defect
in a 64-atom bulk supercell of AlAs at the PBE level.2

We focus on AlAs rather than on GaAs because the large
band gap of AlAs encloses the DB defect levels already
at the PBE level [36], while AlAs is equivalent to GaAs
from the electron counting point of view. To generate the
Al DB model, a cavity is created in the bulk structure by
removing four atoms (one As and three Al atoms). All the
undesired As DBs are then saturated with pseudo-H atoms
carrying 3/4 electrons [82]. In this model, the pseudo-H
represent the secondary structural units that are required to
restore the bulk periodicity. These structures locally satisfy
the electron counting rule leading to q ′ = 0 and Q = q. We
consider the charge transition between the empty and the
singly occupied DB, corresponding to charged calculations
in which Q = q = +0.75 and Q = q = −0.25, respectively.
In this case, the defect energies �EQ and �Eq coincide, as
shown in Fig. 3(a), where the energy scale is referenced with
respect to the defect energy at the VBM. The charge transition
level is found at 1.48 eV above the VBM.

To examine the possible role of q-q ′ interactions, it is
interesting to note that the charge transition level calculated
above closely agrees with the result of 1.37 eV obtained in
Ref. [36] with different secondary structural units, namely
a six-atom cavity (three As and three Al atoms) and a
saturation with regular H atoms. To further explore such
effects, we replace one pseudo-0.75H with a regular H atom
and repeat the calculations for the Al DB. Since the H-As bond
releases 1/4 electrons to locally fulfill the electron counting
rule, this modification leads to charged secondary units with

2The Brillouin is sampled at the � point; other computational
parameters follow Ref. [36]. For the finite-size corrections we use
the experimental value of the dielectric constant (ε = 10.06 [80]).

q ′ = +0.25. Hence, the singly occupied DB (q = +0.25) in
this setup corresponds to a neutral supercell with Q = 0, while
the empty DB is achieved with a supercell charge of Q = +1.
The corresponding defect energies �EQ and �Eq are shown
in Fig. 3(b). By comparing the two panels in Fig. 3, one notices
that �EQ substantially depends on the choice of secondary
units, while �Eq barely changes and thus reliably reflects
the properties of the defect of interest. Indeed, the charge
transition level calculated within the two approaches differs
by only 0.06 eV. This difference might be taken as an estimate
of the effect of the neglected q-q ′ interactions in this case.

Estimating the size of the q-q ′ interactions in general
might not be trivial and is expected to depend on the size
of the charge q ′ and on its location with respect to the defect
charge q. In Ref. [43], an extreme case has been considered
corresponding to the addition of a Mg2+ ion among the
secondary structural units. Nonetheless, the charge transition
level of the defect under investigation was found to shift by
less than 0.2 eV. Such an error still does not exceed typical
incertitudes associated to density functional calculations [56].

III. BULKLIKE DEFECTS

A. AsGa defect

We model the AsGa in the first Ga layer on the GaAs side
of interface model I, as shown in Fig. 4(a) for the neutral
defect charge state. In the bulk, the AsGa defect is stable in
the neutral, the singly positive, and the doubly positive charge
states [56]. The neutral charge state exhibits a metastability,
which has been associated to the EL2 defect [83,84]. The
metastable configuration (As�

Ga) shows the As antisite atom
occupying a C3v position upon the breaking of one As-As bond
and the relaxation to a nearby interstitial site. Application of
the electron counting rule [38,75] reveals that the neutral AsGa

possesses two electrons in excess. In the stable neutral charge
state, the two electrons are delocalized over the antisite atom
and its As-As bonds, while they are localized in two doubly
occupied As DBs in the metastable configuration.

Here, we consider the three stable charge states and the
neutral metastable state for a location of the antisite in

FIG. 4. (Color online) (a) Relaxed structure of the AsGa defect
in the stable neutral charge state. The charge density of the defect
state is shown in transparency. (b) Formation energy vs Fermi energy
for the AsGa defect as obtained through the use of model I of the
GaAs/Al2O3 interface (black lines) and of a bulk model (red lines).
The dashed lines correspond to the energy of the corresponding As�

Ga

defects. As-rich conditions are assumed.
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proximity of the interface. In the most stable neutral state, there
is a small departure from the tetrahedral symmetry. The bond
length of the As-As bonds pointing to the Al2O3 component of
the interface are ∼2.59 Å, 0.07 Å longer than those pointing
to the GaAs component of the interface (∼2.52 Å). From
the inspection of the defect charge density given in Fig. 4(a),
we note that the structural asymmetry is associated with a
preferential electron localization on the As atoms located
closer to the interface. This can be understood by the attraction
exerted by the highly polar Ga-O bonds at the interface. In the
positive charge states, the As-As bond lengths become shorter
and the overall structure of the defect core shows smaller
deviations from tetrahedral symmetry. In particular, in the +2
charge state, the As-As bond lengths are ∼2.47 Å on the GaAs
side and ∼2.48 Å on the oxide side.

The As�
Ga configuration at the interface can be generated

by breaking an As-As bond either on the semiconductor side
of the antisite or on the oxide side of the antisite. In both
cases the As�

Ga configuration is higher in energy than the
near-tetrahedral AsGa. When the bond breaking occurs on the
semiconductor side the metastable As�

Ga is higher in energy
by only 0.02 eV, whereas the bond breaking on the oxide side
yields a metastable As�

Ga at 0.23 eV, not far from the value of
0.24 eV found for a location in the bulk. This indicates that the
As�

Ga configuration with a bond breaking on the semiconductor
side is stabilized at the interface. This effect can be assigned
to the more significant backward relaxation of the antisite
atom for displacement towards the oxide. In its most stable
configuration, the As�

Ga defect shows an average As-As bond
length of 2.48 Å while the distance between the two As atoms
carrying a doubly occupied DB is 3.52 Å.

The formation energies vs Fermi energy for the stable
charge states of the AsGa defect are given in Fig. 4(b). The
antisite defect shows a double-donor behavior, in which the
neutral, the singly positive, and the doubly positive charge
states are the most stable ones. The ε+2/+1 and ε+1/0 charge
transition levels lie at 0.67 eV and 1.04 eV above the GaAs
VBM. In this calculation, the finite-size corrections applied to
the defect formation energies amount to 0.10 eV and 0.40 eV
for the +1 and +2 charge states, respectively. For comparison,
Fig. 4(b) also shows our calculated formation energies for the
AsGa in the bulk, which yield defect levels at 0.51 and 0.91 eV
above the VBM. Our bulk results agree well with previous
results in the literature [59,62], from which they differ only
by the use of a different finite-size correction scheme. The
comparison shows that the defect levels of the AsGa shift by
only 0.15 eV to higher energies when the defect is located close
to the interface, suggesting that the electrical properties remain
similar. However, the defect formation energies in the positive
charge states are lower. In particular, for p-type conditions,
the formation energy decreases by ∼0.45 eV, suggesting that
the defect incorporation is facilitated at the interface.

Recent electron spin resonance experiments have pro-
vided support for the occurrence of AsGa antisite defects at
GaAs/oxide interfaces [30]. Furthermore, specific features in
the As 2p core-level spectra [22] can be assigned to the AsGa

antisite [47]. Therefore, this defect has often been proposed
for being responsible of the midgap peak in the experimental
density of interface states [30,46,47]. Density-of-states mea-
surements have reported the occurrence of two midgap peaks,

one of donorlike states at 0.5 eV and one of acceptorlike
states at 0.9 eV above the VBM [4,6]. Other measurements
on interfaces grown in As-rich conditions report the presence
of a single midgap peak at 0.7 eV above the VBM [5]. Such
density-of-states experiments are subject to incertitudes of
0.2 eV due to estimates of defect cross sections [4], and thus
prevent any conclusive statement concerning the number of
peaks. Nevertheless, most of these observations are compatible
with the AsGa defect. This defect introduces defect levels in
the midgap region of the GaAs band gap and is consistent with
the As enrichment observed at the interface [22,23,30,85,86].
However, it acts as a double donor and therefore it completely
lacks the acceptorlike behavior observed experimentally [6].
Moreover, because of its donor properties, the occurrence of
sole As antisite defects cannot stabilize the Fermi level without
the participation of an acceptorlike defect [87]. Thus, despite
clear experimental evidence supporting the occurrence of AsGa

antisites at the GaAs/oxide interfaces [30], these defects cannot
trivially account for the observed Fermi-level pinning.

B. (AsGa)2-OAs defect

The (AsGa)2-OAs defect is composed of two As antisite
defects, which are nearest neighbors in the Ga sublattice and
separated by an As vacancy, in which an O atom is captured.
The relaxed structure at the interface is shown in Fig. 5(a). In
bulk GaAs, this defect is stable in the singly positive and singly
negative charge states, while it is metastable in the neutral
charge state. The amphoteric behavior of this defect accounts
for the Fermi-level pinning in oxygen-doped GaAs [55], with
the calculated +1/−1 charge transition level in excellent
agreement with the measured position of the pinned Fermi
energy [11,15].

In proximity of the interface, this defect shows many
similarities with its bulk counterpart. The stable charge states
are still the +1 and −1 charge states, both satisfying the
electron counting rule. In the +1 charge state, each of the
two As antisite atoms forms three As-As bonds and one
As DB leading to an overall release of 3/2 electrons, of
which 1/2 electron account for the saturation of the Ga-O-Ga
unit. The As-As bond lengths are 2.49 ± 0.01 Å and the

FIG. 5. (Color online) (a) Relaxed structure of the (AsGa)2-OAs

defect in the metastable neutral charge state. (b) Formation energy of
the (AsGa)2-OAs defect vs Fermi energy as obtained through the use
of model I of the GaAs/Al2O3 interface (black lines) and of a bulk
model (red lines). The bulk result is taken from Ref. [55]. As-rich
conditions are assumed.
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distance between the As antisite atoms is 3.61 Å. The O
atom is threefold coordinated forming two Ga-O bonds of
∼1.9 Å and one Al-O bond of 1.82 Å. Upon electron capture,
the defect structure undergoes structural rearrangements that
mostly involve the As atoms of the defect core, in analogy
to the defect behavior in the bulk [55]. In the −1 charge
state, the two antisite atoms move closer and form a bond,
while each of them breaks one of its As-As back bonds giving
four doubly occupied DBs in total. In this configuration, the
average As-As bond length is 2.52 Å and the AsGa-AsGa bond
length is 2.70 Å, while the structural unit involving the O atom
undergoes minimal variations. In the neutral charge state, the
defect structure is similar to that of −1 defect state, with the
AsGa-AsGa bond being only singly occupied.

The transformation of the defect structure from the +1 to
the −1 charge state only involves the defect As atoms, leaving
the Al–O–Ga2 unit unchanged. The capture of two electrons
can thus be expressed as:

2 DB•
As + 2 As-As

+2e−

�
−2e−

4 DB•
As + As-As, (4)

which can be simplified to give:

As-As
+2e−

�
−2e−

2 DB•
As. (5)

This reaction thus corresponds to an As-As dimer breaking up
into two opposite doubly occupied As DBs, a transformation
which has recently been identified to be common to various
GaAs systems [43].

The formation energies of the (AsGa)2-OAs defect are shown
as a function of the Fermi energy in Fig. 5(b). Calculated finite-
size correction energies are about 0.1 eV for both the positive
and the negative charge state. The amphoteric behavior of the
defect could lead to Fermi-level pinning at the +1/−1 charge
transition, found at 1.19 eV above the GaAs VBM. Compared
to the same defect in the bulk [cf. Fig. 5(b)] [55], the defect
level shifts by only 0.05 eV towards higher energy. However,
the formation energy drops by more than ∼2 eV, suggesting
that the flexible bond pattern at the interface facilitates the
incorporation of this defect complex.

In correspondence of the calculated defect level, the
experimental density of interface states shows a small peak
to which an acceptor character has been associated [6]. This
measurement has been done using a n-type capacitor and
is thus not sensitive to a possible donorlike behavior of the
defect. The (AsGa)2-OAs defect can thus not be ruled out as
possible origin of the defect states lying close to conduction
band minimum.

C. VGa-AsGa/VAs-2 AsGa defect complex

The VGa-AsGa/VAs-2 AsGa defect complex has two differ-
ent stable forms [49]. The VGa-AsGa form results from the
binding of a VGa and a AsGa. This form of the defect can then
transform to the VAs-2 AsGa form via the displacement of one
As atom neighboring the gallium vacancy into VGa:

VGa-AsGa�2 AsGa-VAs. (6)

In the bulk, this defect is amphoteric and bistable as the
structure on the left-hand side is stable in negative charge

FIG. 6. (Color online) (a) Relaxed structure of the distorted
VGa-AsGa defect in the charge state −1. (b) Formation energy of the
VGa-AsGa/VAs-2 AsGa defect complex vs Fermi energy as obtained
through the use of model I of the GaAs/Al2O3 interface (black lines)
and of a bulk model (red lines). As-rich conditions are assumed.

states and spontaneously transforms into the structure on the
right-hand side in positive charge states [49]. This defect
complex has been invoked in order to explain the Fermi-level
pinning observed in highly irradiated GaAs [49].

We here study the VAs-2 AsGa defect complex in the
proximity of the GaAs/oxide interface. This form is found to
be stable in the charge state +1. Its structure closely resembles
the (AsGa)2-OAs defect but lacks the O atom saturating the Ga
DBs. The electron counting rule is satisfied by the formation
of a stretched Ga-Ga bond, which captures the 1/2 electrons
released by the As-As bonds formed by the two As antisites.
The addition of one electron leads to a distorted form of
the VGa-AsGa defect, which is then essentially maintained in
the charge state −1. The presence of the interface favors a
distortion by which one of the As atoms neighboring the AsGa

forms a bond to an As atom of the network rather than to the
AsGa, as shown in Fig. 6(a) for the −1 charge state. From the
electronic point of view, this atomic configuration does not
differ from the bulk form of the VGa-AsGa defect, as it shows
the same amount of As-As bonds and As DBs. Accordingly,
the electron counting rule is satisfied in this charge state.

The formation energies vs Fermi energy for these defect
complexes are shown in Fig. 6(b). Calculated finite-size
correction energies amount to 0.10 eV for the singly positive
and negative charge states. It is remarkable to point out that this
defect complex undergoes strong stabilization in proximity
of the interface, with a reduction of the formation energies
between 1.66 eV (in p-type conditions) and 1.29 eV (in n-type
conditions) with respect to corresponding bulk values.3 This
confers strong stability to this defect even compared to the
interfacial AsGa: in p-type conditions the formation energies
differ by less than 0.2 eV, but the VGa-AsGa defect complex
is more stable than the AsGa by as much as 1.43 eV in
n-type conditions. The overall electronic behavior of the defect
complex at the interface differs from that of its bulk counterpart
insofar the −2 charge state is no longer found to be stable at

3The present results for the bulk defect obtained with a 64-atom
supercell agree with those of Ref. [49] obtained with a larger
supercell.
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the interface. The +1/−1 defect level of the interface defect is
found at 0.65 eV above the GaAs VBM, close to the respective
value for the bulk defect at 0.55 eV. Unlike for the bulk defect,
we find that the neutral charge state of the interface defect is
stable in a narrow range of Fermi energies, between 0.53 and
0.76 eV above the GaAs VBM.

The dominant structural rearrangements involved in the
charge capture/release process underlying the amphoteric
behavior of this defect can be best rationalized by considering
the +1 and the −1 defect states where the electron counting
rule is perfectly satisfied. The process can be described by the
combination of two net reactions. The first one corresponds
to the bistability of the As dimer/DB defect and is electrically
active:

As-As
+2e−

�
−2e−

2 DB•
As, (7)

while the second reaction represents the suppression of
homopolar bonds in favor of regular Ga–As bonds without
any electron transfer:

As-As + Ga-Ga�2 Ga-As. (8)

For the VGa-AsGa/VAs-2 AsGa defect complex, the +1/−1
charge transition occurs at about 0.6 eV above the GaAs
VBM for both the interface and bulk defect. However, the
charge transition level of the (AsGa)2-OAs defect, which is also
governed by Eq. (7), occurs at much higher energies, namely
at 1.19 eV above the GaAs VBM. We explain this behavior
through Eq. (8), which energetically favors the right-hand side
of the reaction. This stabilizes the negative defect state with re-
spect to the positive one, and thus results in a lower defect level.

The amphoteric nature of the defect complex drives the
Fermi level towards midgap, where the neutral charge state
of the interface defect is stable. The +1/0 and 0/−1 defect
levels fall close to the midgap peaks in the experimental
Dit [4–6]. The +1/0 and 0/−1 defect levels show donor-
like and acceptorlike behavior, respectively, in accord with
actual observations [6]. These defect levels thus show overall
consistency with the midgap peaks in the Dit.

IV. INTERFACIAL DEFECTS

A. Ga DB defect

A subsurface Ga dangling bond is modeled at the
GaAs/Al2O3 interface through the formation of a cavity in
model I of the GaAs/Al2O3 interface, as shown in Fig. 7(a).
After removing an interfacial As atom and a subsurface Ga
atom, we saturate the undesired DBs with H atoms making
sure that the electron counting rule is satisfied, in a similar
way as described in Ref. [42]. Indeed, the three created H-As
bonds release 3/4 electrons, while the two Ga-H bonds capture
2/4 electrons. The remaining 1/4 electrons are captured by the
Ga DB, which then becomes singly occupied in the neutral
supercell (Q = 0). In this defect configuration, the defect
charge is q = −1/4 and the secondary structural units carry a
charge of q ′ = 1/4. We also consider the unoccupied dangling
bond, with a defect charge of q = +0.75 and a supercell charge
of Q = +1.

Upon charging the dangling bond, the defect charge
changes sign going from q = +0.75 in the unoccupied state to

FIG. 7. (Color online) (a) Relaxed structure of the Ga DB defect
at the GaAs/Al2O3 interface. The charge density of the singly
occupied defect state is shown in transparency. (b) Defect energy
of the Ga DB defect as obtained through the use of model I of
the GaAs/Al2O3 interface (black lines) and of a bulk model (from
Ref. [36], red lines).

q = −0.25 in the singly occupied state. This clearly reveals the
amphoteric nature of the Ga DB defect. In the singly occupied
state, the average Ga-As bond length formed by the Ga atom
carrying the dangling bond is 2.48 Å, very close to the bulk
Ga-As bond length of 2.45 Å [cf. Fig. 7(a)]. In the unoccupied
DB state, this average bond length reduces to 2.37 Å upon
structural relaxation.

The defect energies vs Fermi energy are given in Fig. 7(b).
For the supercell in the charge state Q = +1, we find the
finite-size correction to be negligible (0.01 eV). The calculated
defect level ε0.75/−0.25 lies at 1.09 eV above the bulk GaAs
VBM. The present result is close to previous calculations
performed for a DB in bulk GaAs [36] [cf. Fig. 7(b)] or in
an As-terminated GaAs/oxide interface model [42]. All these
results agree in locating the defect level of the Ga DB defect
in the upper part of the GaAs band gap. In this energy region,
the experimental density of interface states only shows a small
peak [4,6]. Therefore, the Ga DB defect could be at the origin
of this experimental feature.

B. As DB defect

An As dangling bond is modeled at the GaAs/Al2O3

interface through the creation of a cavity in model I of the
GaAs/Al2O3 interface, as shown in Fig. 8(a). After removing
one interfacial Ga atom and one interfacial O atom, one H atom
is inserted to saturate the undesired As dangling bond. In
this model, the compensating structural units consist of the
saturated As-H bond and of the interfacial rearrangements
upon which a fivefold coordinated Ga atom becomes fourfold
coordinated supplying half an electron. In our model, the
As DB state is doubly occupied (q = −3/4) in the neutral
supercell (Q = 0) and is singly occupied (q = +1/4) when the
supercell is charged with a total charge Q = +1.4 In the doubly
occupied defect state shown in Fig. 8(a), the average bond
length of the As-Ga bonds involving the As atom carrying the

4Upon structural relaxation of the singly occupied DB state, we
constrain the H-As bond length to control the electron counting and
to avoid more involved structural relaxations.
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FIG. 8. (Color online) (a) Relaxed structure of the As DB defect
at the GaAs/Al2O3 interface. The charge density of the doubly
occupied defect state is shown in transparency. (b) Defect energy
of the As DB defect as obtained through the use of model I of
the GaAs/Al2O3 interface (black lines) and of a bulk model (from
Ref. [36], red lines).

DB is 2.40 Å and undergoes minimal variation upon removal
of one electron.

The defect energies vs Fermi energy are given in Fig. 8(b). A
finite-size correction of 0.16 eV is applied to the defect energy
of the singly occupied DB state obtained with a total charge
Q = +1 in the supercell. The calculated charge transition
level ε0.25/−0.75 is found at 0.25 eV above the GaAs VBM,
in good agreement with a previous result obtained for an As
DB in bulk GaAs [36] [cf. Fig. 8(b)]. This defect thus offers an
interpretation for the origin of the small peak in the Dit close
to the VBM [4,6].

C. As-As dimer/DB defect

An isolated As-As dimer/DB defect is modeled at the
GaAs/Al2O3 interface as described in Sec. II B. The applica-
tion of the electron counting rule shows that each As-O-As or
As-As interfacial unit releases half an electron while each Ga-
O-Ga interfacial unit captures half an electron. In the neutral
supercell, our interface model contains an As-As dimer defect
carrying a local charge q = 0.5 and compensating structural
units with a global charge q ′ = −0.5 corresponding to the
interfacial Ga-O-Ga and As-O-As units [40,43]. As shown
previously [43], the As-As dimer undergoes bond breaking
upon the capture of two electrons leading to the formation
of two doubly occupied As dangling bonds (2 DB•

As). The
electron counting rule assigns a charge state of q = −1.5 to
the 2 DB•

As configuration. When the two extra electrons are
removed, the reaction spontaneously reverts upon structural
relaxation. The As-As dimer and the 2 DB•

As configurations
have opposite charge states and the associated defect is thus
amphoteric.

In the As-As dimer defect state, the As-As bond length is
2.57 Å. The dimer can accommodate one extra electron in its
antibonding state leading to a state that we denote (As-As)�.
In this state, the As-As bond length has increased to 2.89 Å.
Upon the capture of a second extra electron, the homopolar
bond breaks giving rise to the 2 DB•

As configuration, in which
the two As atoms are separated by 4.21 Å. This charge state is
illustrated in Fig. 9(a).

FIG. 9. (Color online) (a) Relaxed structure of the 2 DB•
As defect

state of the As-As dimer/DB defect. (b) Defect energy of As-As
dimer/DB defect and of the metastable (As-As)� defect state as
obtained through the use of model II of the GaAs/Al2O3 interface.

Figure 9(b) gives the relative defect energies of the various
charge states as a function of Fermi energy.5 Finite-size
corrections applied to the (As-As)� and the 2 DB•

As states
amount to 0.07 and 0.20 eV, respectively. The stable defect
states are the As-As dimer state and the 2 DB•

As state, showing
a negative-U behavior. The calculated charge transition level
ε0.5/−1.5 between these defect states falls at 0.79 eV above the
GaAs VBM.

The (As-As)� state is found to be unstable for all Fermi
energies in the GaAs band gap [43]. The metastability of this
defect state suggests that it does not play any role in the
Fermi-level pinning, unlike previously assumed [38,40]. In
the present calculation, the defect level ε0.5/−0.5 lies at 0.99 eV
above the VBM, lower by ∼0.3 eV compared to the defect level
found in Ref. [40] for an interface model with an As-terminated
GaAs substrate.

The ε0.5/−1.5 defect level calculated at 0.79 eV is consistent
with the midgap peak at ∼0.7 eV in the experimental defect
density of states [4–6]. Furthermore, the amphoteric nature of
the As-As dimer/DB defect naturally explains the occurrence
of Fermi-level pinning through a feedback mechanism [16,43].
The description of this defect also agrees with the experimental
observation that the defect states change from donorlike to
acceptorlike upon the crossing of the midgap peak [6]. The
dependence of the As enrichment of the surface prior to the
oxide deposition [5] is a natural consequence of the As-related
nature of this defect. Finally, the absence of Fermi-level
pinning in MBE-grown samples could be related to the
difficulty of forming an interfacial defect such as the As-As
dimer/DB during these specific growth conditions, which favor
bulklike reconstructions.

V. CONCLUSIONS

In this work, we studied a set of defects susceptible to play
a role in Fermi-level pinning at GaAs/oxide interfaces. All
considered defects were generated within atomistic models
representing the GaAs/Al2O3 interface and properly account-
ing for the local screening properties. In particular, we focused

5The present results are close to those in Ref. [43] from which they
differ by the use of a denser k-point mesh.
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on the As antisite, the VGa-AsGa/VAs-2 AsGa complex, the
(AsGa)2-OAs defect, the As dangling bond, the Ga dangling
bond, and the As-As dimer/DB defect. These defects can be
distinguished in two types. The first three defects are bulklike
defects, which could either exist in the bulk or in the vicinity
of the interface. For this type of defects, a pristine reference
has been defined and formation energies have explicitly been
evaluated. In particular, it has been possible to compare the
formation energy of these defects with those of their bulk
counterparts. The last three defects are interfacial defects
occurring at the termination of crystalline GaAs and do not
admit any bulk correspondent. For these defects, the absence
of a pristine reference prevents the calculation of absolute
formation energies. Nevertheless, relative defect energies
associated to their various charge states and charge transition
levels could still be determined.

Among the bulklike defects considered, the (AsGa)2-OAs

defect shows the lowest formation energy. The
VGa-AsGa/VAs-2 AsGa defect complex shows low formation
energies for all values of the Fermi energy, and is ∼1.4 eV
more stable than the AsGa defect in n-type conditions. Since
the As antisite has experimentally been observed at the
interface [30], the present results suggest that the (AsGa)2-OAs

and VGa-AsGa/VAs-2 AsGa defects should occur at similar if
not higher concentrations. Table I summarizes the formation
energies of the bulklike defects considered in this work as
calculated in bulk GaAs and at the GaAs/Al2O3 interface.
The comparison shows that the interface systematically
stabilizes the bulklike defects. The stabilization energy can be
sizable involving several eV as for example in the case of the
(AsGa)2-OAs defect, or limited to only a few tenths of eV as in
the case of the As antisite.

In Table II, we summarize the charge transition levels as
obtained in bulk GaAs and at the GaAs/Al2O3 interface for
all the defects considered in the present work. The comparison
shows that charge transition levels of defects located in the
bulk or in the vicinity of the interface are generally rather close
differing by at most 0.14 eV. The larger differences seen in the
charge transition levels of the VGa-AsGa/VAs-2 AsGa defect
should be assigned to the structural modifications undergone
by this defect at the interface.

TABLE I. Formation energies of the bulklike defects considered
in the present work in their charge state q, as calculated in bulk GaAs
and at the GaAs/Al2O3 interface. The Fermi level is taken at the
VBM (p-type condition). The formation energies are given in eV.

Defect q Bulk Interface

AsGa +2 −0.34 −0.64
+1 0.18 0.03

0 1.14 1.08

As�
Ga 0 1.38 1.10

(AsGa)2-OAs +1 −1.55 −3.85
0 −0.29 −2.58

−1 0.73 −1.47

VGa-AsGa/VAs-2 AsGa +1 1.51 −0.15
0 – 0.38

−1 2.65 1.15
−2 3.94 –

TABLE II. Charge transition levels εq1/q2 between the charge
states q1 and q2 of the defects considered in the present work as
calculated in bulk GaAs and at the GaAs/Al2O3 interface. The charge
transition levels of the Ga and As DB modelled in bulk GaAs are taken
from Ref. [36]. The charge transition levels are given in eV and are
referenced with respect to the VBM.

εq1/q2 Bulk Interface

Bulklike defects
AsGa ε+2/+1 0.53 0.67

ε+1/0 0.96 1.04

(AsGa)2-OAs ε+1/−1 1.14 1.19

VGa-AsGa/VAs-2 AsGa ε+1/0 – 0.53
ε0/−1 – 0.76
ε+1/−1 0.57 –
ε−1/−2 1.29 –

Interfacial defects

Ga DB ε+0.75/−0.25 1.20 1.09

As DB ε+0.25/−0.75 0.16 0.25

As-As dimer/DB ε+0.5/−1.5 – 0.79

The charge transition levels of the defects are informative
as they can directly be compared with the experimental Dit. In
Fig. 10, the charge transition levels of the defects studied in this
work are compared with various experimental measurements.
The small peaks in the vicinity of the valence and conduction
band edges can be associated to As and Ga dangling bonds,
respectively, in accord with previous findings [36,42]. Our
results reveal that the (AsGa)2-OAs defect also gives a defect
level in the proximity of the GaAs CBM. Regarding the
midgap peak, the AsGa, the VGa-AsGa/VAs-2 AsGa complex,
and the As-As dimer/DB defect all show defect levels in
the concerned energy region. Among these defects, the AsGa

defect being a double donor is unable to account for the
experimental characterization, which rather points to a defect
with amphoteric character [6]. Both the VGa-AsGa/VAs-2 AsGa

FIG. 10. (Color online) Charge transition levels of the defects
considered in this study positioned with respect to the experimental
Dit at GaAs/oxide interfaces obtained by Brammertz et al. [4,6] (red
and blue lines) and by Chang et al. [5] (black lines). The lines with
dots indicate donor-like defects while the lines with squares indicate
acceptorlike defects.
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defect complex and the As-As dimer/DB defect present the
observed amphoteric behavior in this region of the GaAs
band gap. Interestingly, despite their very different atomic
structures, both these defects exhibit the same atomistic
mechanism at the origin of their amphoteric nature, namely
the transformation of one As-As bond into 2 DB•

As and vice
versa upon the capture and release of two electrons.

To conclude, we remark that the As-As dimer/DB bistability
has been found to be operative in a number of As-related
defects leading to defect levels in the band gap of GaAs. The
associated amphoteric behavior provides a feedback mecha-

nism by which the Fermi level can be pinned at the charge
transition level where the positively and negatively charged
defect states coexist. In particular, the VGa-AsGa/VAs-2 AsGa

complex and the As-As dimer/DB defects yield defect levels
at midgap and are valid candidate defects for the origin of the
Fermi-level pinning at the GaAs/oxide interfaces.
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