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γ -triclinic and α-monoclinic polymorphs of CoV2O6 are two of the few known transition-metal ion-based
materials that display stepped 1

3 magnetization plateaus at low temperatures. Neutron diffraction [M. Markkula
et al., Phys. Rev. B 86, 134401 (2012)], x-ray dichroism [N. Hollmann et al., Phys. Rev. B 89, 201101(R)
(2014)], and dielectric measurements [J. Singh et al., J. Mater. Chem. 22, 6436 (2012)] have shown a coupling
between orbital, magnetic, and structural orders in CoV2O6. We apply neutron inelastic scattering to investigate
this coupling by measuring the spin-orbit transitions in both α and γ polymorphs. We find the spin exchange and
anisotropy in monoclinic α-CoV2O6 to be weak in comparison with the spin-orbit coupling λ and estimate an
upper limit of |J/λ| ∼ 0.05. However, the spin exchange is larger in the triclinic polymorph and we suggest the
excitations are predominately two dimensional. The local compression of the octahedra surrounding the Co2+

ion results in a direct coupling between higher-energy orbital levels, the magnetic ground state, and elastic strain.
CoV2O6 is therefore an example where the local distortion along with the spin-orbit coupling provides a means
of intertwining structural and magnetic properties. We finish the paper by investigating the low-energy magnetic
fluctuations within the ground-state doublet and report a magnetic excitation that is independent of the local
crystalline electric field. We characterize the temperature and momentum dependence of these excitations and
discuss possible connections to the magnetization plateaus.
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I. INTRODUCTION

In magnets based upon a triangular arrangement, conven-
tional mean field phases are often suppressed allowing new
states of matter to be studied [1]. Because of the local geometry,
these systems are intrinsically low dimensional (Ref. [2]) and
often provide a framework to study one-dimensional physics
which has led to the discovery and study of spinon excitations
in S = 1

2 chains (Refs. [3–5]) and the Haldane gap in S = 1
magnets (Refs. [6–9]). Unconventional dynamics and phases
can also result and possibilities include spin-liquid phases and
nematic interactions [10–14]. The physics and phases are often
analogous to strongly correlated electronic systems, but in a
context that is more amenable to theory. Triangular magnets
are also the focus of research in multiferroics due to the natural
coupling between magnetic and structural orders because of
the intrinsic geometry [15,16].

An important discovery in condensed matter physics
has been the quantum Hall effect where the Hall conduc-
tance displays plateaus as a function of field. While the
quantum Hall effect is an electronic phenomena in metals,
an analogy has been predicted to exist in insulating spin
chains where it was suggested that the magnetization will
display plateaus as a function of field [17]. Since this
prediction, there have been several systems which have
been found to display clear plateaus in the magnetization
including insulating Cu3(CO3)2(OH)2 (Ref. [18]), Ca3Co2O6

(Refs. [19–21]), Ca3CoRhO6 (Refs. [22–24]), and Sr3HoCrO6

(Ref. [25]). While the analogy between the plateaus and
topological phases, such as the quantum Hall effect, is in-
teresting, there have been other theories for the magnetization
plateaus including “quantum tunneling of the magnetization”
(Ref. [26]), field-driven transitions in the magnetic structure

(Refs. [27–29]), and “dimer-monomer” model applied to azu-
rite (Refs. [30,31]). It is therefore important to study magnetic
systems displaying plateaus in an attempt to understand the
broader mechanism for these unusual phenomena.

In this paper, we investigate the magnetic properties of
powders of CoV2O6 which display 1

3 magnetization plateaus.
CoV2O6 has two published structural polymorphs with one
having a monoclinic unit cell (α; space group C2/m, a =
9.289 Å, b = 3.535 Å, c = 6.763 Å, and β = 112.64◦) and
the other being triclinic (γ ; space group P 1, a = 7.164 Å,
b = 8.872 Å, c = 4.806 Å, α = 90.29◦, β = 93.66◦, γ =
102.05◦). The two structures are illustrated in Fig. 1. Both
polymorphs show 1

3 magnetization plateaus at low temper-
atures in the magnetically ordered phases with the plateaus
being more pronounced and extended in magnetic field in
the monoclinic polymorph over the triclinic variant [32].
While these plateaus exist in the magnetically ordered phase,
they are washed out and disappear quickly with tempera-
ture well below TN as clearly shown in the α-monoclinic
polymorph.

Because of the clear and well-separated plateaus at acces-
sible fields, monoclinic α-CoV2O6 has been the focus of a
number of investigations both experimentally and theoreti-
cally. This material possesses only a single Co2+ site which
is linked in a geometry that can be referred to as a chain
consisting of edge-sharing octahedra [Fig. 1(a)]. This contrasts
with the case of triclinic γ -CoV2O6 [Fig. 1(b)] which has
two different Co2+ sites in a 2:1 ratio with differing local
bonding geometries. Theoretical investigations of monoclinic
α-CoV2O6 have predicted an exchange along the chain of
∼3 meV ∼30 K and this has been used to successfully model
the magnetization plateaus [33]. However, other studies have
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FIG. 1. (Color online) The two structural polymorphs of CoV2O6

brannerites based upon octahedra of oxygen and cobalt. (a) Illustrates
the monoclinic (α) variant. (b) Shows the triclinic polymorph.
The chainlike structure is also illustrated with the two Co2+ sites
highlighted for the triclinic variant (labeled as Co1 and Co2).

suggested the importance of local single-ion crystal fields
acting on the Co2+ sites in CoV2O6 [34].

While understanding the origin of the unusual magneti-
zation plateaus is a central reason for studying CoV2O6, the
polymorphs of this system also display a range of properties
illustrating a coupling between structural and magnetic order.
Neutron diffraction has found a large magnetostriction with
temperature (Ref. [35]) and also magnetic field (Ref. [29]).
Dielectric measurements (Ref. [36]) have further found evi-
dence for coupling between magnetic and dielectric constants
with the application of an applied field. There is also a strong
orbital contribution to the magnetic ground state as highlighted
by recent x-ray studies [34]. The goal of this study is to
understand the origin of this coupling between structural and
magnetic properties.

Given the Co2+ octahedral environment allows an orbital
degeneracy, there are several energy scales to consider which
potentially couple structural and magnetic properties. These
include the crystalline electric field, spin-orbit coupling,
and spin exchange through direct or superexchange mech-
anisms [37]. The problem is potentially complicated by
the fact that the spin-orbit coupling has a relatively small
energy scale for Co2+ in an octahedral environment and
potentially this is of the same order as the spin superex-
change [38–40]. To understand the relative energy scales of
these contributions to the magnetic Hamiltonian, we discuss
neutron inelastic scattering results of powders from both

polymorphs (α,γ )-CoV2O6 over a broad dynamic range in
energy. These measurements reveal low-energy spin-orbit
excitations sensitive to the crystalline electric field imposed
by the structure. The exchange constants between Co2+ are
small in comparison to these crystalline electric field terms in
the Hamiltonian. CoV2O6 therefore represents a case where
magnetism and structure are coupled through single-ion and
local crystalline electric field effects. We also observe a very
low-energy excitation which decays rapidly with temperature
and we suggest that these excitations are related to the plateaus.
This study therefore defines the energy scales associated with
the magnetism in (α,γ )-CoV2O6.

The paper is divided into five sections including this
introduction (Sec. I). We first discuss the experiments and
the sample preparation (Sec. II) followed by an outline of
the single-ion crystal-field theory of Co2+ in an octahedral
crystalline electric field (Sec. III). We then discuss the
magnetic and orbital excitations in monoclinic α-CoV2O6

in terms of this theory and then compare the results to
triclinic γ -CoV2O6 (Sec. IV) and finish with a summary and
conclusions (Sec. V).

II. EXPERIMENTAL DETAILS

Powder CoV2O6 was prepared by a solid-state reaction
from vanadium oxide (V2O5) and cobalt acetate tetrahydrate
(C4H6CoO4 · 4H2O). Stoichiometric quantities were ground in
an agate mortar before being pelletized and heated to 650 ◦C
for 16 h. The powder was reground and pelletized for a second
heating of 725 ◦C for 48 h. This was followed by quenching
in liquid nitrogen to form the monoclinic polymorph and
slow cooling to form the triclinic phase. For each sample, the
structure was confirmed with x-ray diffraction. Further details
regarding the sample preparation can be found in Ref. [35].
Sample masses for the triclinic and monoclinic polymorphs
were 21.8 and 34.8 g, respectively.

Inelastic neutron scattering was performed using the MARI
and IRIS spectrometers at ISIS (Didcot, UK). On MARI, a Gd
fermi chopper was used to fix the incident energy and thick disk
and nimonic choppers were used to suppress the high-energy
background. Incident energies of 10, 60, and 150 meV were
used with Fermi chopper frequencies of 250, 350, and 350 Hz,
respectively. The disk and nimonic choppers were always run
at 50 Hz, synchronized with the main proton pulse on the
target. The energy resolution at the elastic line was measured
with a vanadium standard to be 0.3, 2.5, and 8.1 meV for the
10, 60, and 150 meV configurations, respectively.

To obtain higher-resolution measurements of the low- (less
than 2 meV) energy excitations, experiments were performed
on the indirect spectrometer IRIS. The final energy was fixed,
using cooled pyrolytic graphite (002) analyzers, to be Ef =
1.845 meV to obtain an energy resolution of 17.5 μeV at the
elastic line. In all experiments, the sample was cooled in a
closed-cycle refrigerator.

III. NEUTRON SCATTERING AND COBALT IN A
CRYSTAL FIELD

Before presenting the experimental results, we first review
the single-ion theory of Co2+ in an oxygen octahedra and then
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apply this to powder averaged neutron spectra from both the
monoclinic and triclinic polymorphs of CoV2O6. The cobalt
ion Co2+ has a 3d7 electronic configuration. The free ion (in the
absence of any crystalline electric field) has been outlined in
several review works where it has been shown that the ground
state corresponds to 4F (i.e., S = 3

2 and L = 2) with the first
excited state being 4P separated in energy by a large energy
scale of several eV [41–44]. To understand the excitations
spectrum we consider this 4F level as the ground state and
that the 4P states to be inaccessible on the energy range of the
experiment and the temperature scale of interest.

In this section, we consider four terms in the Hamiltonian
acting on these 4F states defined as Htot = H0 + (H1 + H2 +
H3) where H0 is the dominant cubic crystalline electric field,
and the H1,2,3 are the weaker axial and in-plane distortions
of the octahedra (H1,2) and then the molecular field caused
by magnetic order H3. These latter terms are treated as a
perturbation to the large cubic crystalline electric field H0.

A. Model single-ion Hamiltonian

1. d orbitals in a cubic crystal field and new basis

The starting point for understanding the single-ion physics
is to consider local undistorted octahedra of oxygen atoms
surrounding a Co2+ ion. This is the high-temperature structure
of rocksalt CoO and we use this as a benchmark to estimate
the important energy scales. In the absence of mixing between
the 4F ground state and the excited levels (such as 4P ), the
Hamiltonian can be written in terms of Steven’s operators (O0

4
and O4

4 defined in Ref. [45]) as

H0 = B4
(
O0

4 + 5O4
4

)
. (1)

This splits the seven orbital states of the 4F state into
two orbital triplets (4T1 and 4T2) and one singlet (4A2). For
small values of B4, the energy splitting between the lev-
els is �(4T1 →4 T2) = 460B4 ≡ 8Dq and �(4T2 → 4A2) =
600B4 ≡ 10Dq, with the 4T1 being the orbital triplet ground
state [46]. We note that we have chosen a weak crystalline
electric field approach to this problem given its success in
describing the orbital excitations in CoO (Ref. [38]) as well
as NiO (Ref. [47]). For CoO, 10Dq was estimated to be ∼1
eV with a similar energy scale found in NiO. The first orbital
transition in CoO �(4T1 →4 T2) has been measured by several
techniques with neutron scattering showing a transition of
∼0.9 eV [38,40,42,48,49]. Recent x-ray studies have found
this value to be smaller in the case of (α,γ )-CoV2O6 with
10Dq ∼ 0.5 eV, yet large enough to further corroborate the
weak crystal-field analysis discussed here [34]. Given the large
energy scale separating the 4T1 and the 4T2 levels, we only
consider excitations within the 4T1 degenerate levels.

In this approach, we have started with the solutions to the
free Co2+ ion and treated the cubic crystalline electric field as
a perturbation. As noted in Refs. [44,50,51], this assumption
is questionable as the Coulomb interaction from the cubic
crystalline field is significant. An alternate approach is to start
with the d orbital states in a cubic crystalline electric field
giving triply degenerate |t2g〉 states separated by an energy of
10Dq from the higher-energy |eg〉 states. Applying Hund’s
rules to populate these with seven electrons either gives a high

S = 3
2 or low S = 1

2 depending on the energy scale of 10Dq

in comparison with the Hund’s coupling. Given spectroscopic
work in CoO and CoV2O6 discussed above, we consider the
weak limit or the high S = 3

2 case with electronic configuration
t5
2ge

2
g . For this configuration, there is one hole in the |t2g〉 states

and given there are three possible orbitals for this hole with
equal energy, this ground state is an orbital triplet [41,42].

Therefore, through the application of either a weak or
strong crystalline electric field approach, we end with the same
answer that the ground state in a cubic crystalline electric
field is an orbital triplet [41,42]. We note that applying this
crystal-field theory to the case of a tetrahedral environment,
the orbital degeneracy does not exist, although coupling to
higher-order orbital triplets may introduce a more complex
ground state (see discussion and references in Ref. [52]). We
now consider perturbations acting on this orbital triplet.

2. Spin-orbit coupling

A much smaller energy scale over the cubic crystalline
electric field is the spin-orbit coupling written as

HSO = λ̃ �L · �S = αλ�l · �S, (2)

where �L and �S are the orbital and spin angular momenta,
respectively, and the λ the spin-orbit coupling constant. For
this, it is convenient to consider a total angular momentum
�j = �l + �s with a fictitious orbital angular momentum of l =
1 and orbital moment projection factor of α = − 3

2 [41,42].
This theoretical framework differs from considerations in real-
space atomic orbitals as it has been shown in Refs. [53,54]
that the low-energy magnetic states are a complicated linear
combination of these. We can work back in terms of the basis
states of the 4F state as noted in Ref. [46].

The spin-orbit coupling λ has recently (Ref. [38]) been
extracted from a dilute sample of MgO-3%CoO to be −16±
3 meV which compares well with the theoretical value of
−23.4 meV [42]. This value is significantly less than the cubic
crystalline electric field strength of ∼1 eV corroborating our
approach of treating this term as a perturbation to the ground
state of the cubic crystalline electric field discussed above.
The energy spectra of HSO are shown in Fig. 2 with the ground
state being a doublet with jeff = 1

2 separated by two excited
levels with jeff = 3

2 , 5
2 with the energy difference fixed by the

Lande interval rule with �[(jeff = 1
2 ) → (jeff = 3

2 )] = 3/2αλ

and �[(jeff = 3
2 ) → (jeff = 5

2 )] = 5/2αλ.

3. Octahedral distortions

The local environments around the Co2+ in both poly-
morphs of CoV2O6 are distorted octahedra with the Co2+

ion position in the α polymorph (space group No. 12 C2/m)
not having a fourfold symmetry but only having 2/m site
symmetry. Therefore, other terms in the Hamiltonian need
to be considered. A distortion parallel to the axis of the
octahedra (either an elongation or compression) will result in
a term in the Hamiltonian of the form derived from symmetry
considerations [55]

H1 = �z

(
l2
z − 2

3

)
. (3)
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FIG. 2. (Color online) (a) Illustrates a plot of the Co2+ ion
surrounded by oxygen ions in CoV2O6 used here and how this
crystal splits the 4F free-ion state of Co2+. (b) The calculated energy
variation as the parameters Dq (cubic crystal field), λ (spin orbit),
�z (tetragonal distortion), and HMF (magnetic molecular field) are
varied.

The constant �z characterizes the deviation from ideal oc-
tahedra and therefore provides a means of coupling structural
distortions to the magnetic properties. A distortion within the
plane of the octahedra will result in an additional term in the
Hamiltonian

H2 = �x

(
l2
x − l2

y

)
. (4)

In other compounds which undergo distortions, and where
these crystalline electric field parameters have been analyzed,
�z and �x have been found to be of similar magnitude as
the spin-orbit coupling. This has been studied in detail in
CoF2 [39,56,57]. Similar to the treatment of HSO, we consider
these terms a perturbation on the original 4T1 states and the
large cubic crystalline electric field term in the Hamiltonian.
As implied by Kramers theorem, all of these terms in the
Hamiltonian originating from localized crystal-field effects
give an energy spectrum consisting of doublets.

4. Magnetic order and anisotropy

The final perturbing term we consider in the Hamiltonian
is the molecular field on each site as a result of magnetic
order. Following Ref. [7], we also include in this term effects
from anisotropy originating from dipolar effects due to the
distorted octahedral and exchange anisotropy. While it is

difficult to characterize exchange anisotropy using powdered
averaged data, we discuss possible scenarios later in the paper
in comparison to other insulating Co2+ materials:

H3 = HMFS
z. (5)

This term in the Hamiltonian breaks time-reversal symme-
try and therefore splits the Kramers doublets originating from
the crystal-field terms described above. This is illustrated in
Fig. 2(c) as the last term which splits the doublets. Given the
magnetic structure reported in Refs. [29,32], we note that in
the magnetically ordered state there is a noncancellation of the
molecular field on each Co2+ site, implying that a localized
magnetic field is present in the low-temperature ordered
phase.

B. Neutron scattering intensities

Neutron scattering is sensitive to magnetic dipole transi-
tions with intensities for transitions from the ground state (|0〉)
to an excited state (|α〉) given by (in the absence of large
thermal population)

I (|0〉 → |α〉) ∼
∑

i=x,y,z

|〈0|Mi |α〉|2, (6)

where �M = �L + 2�S. The ordered magnetic moment measured
with neutrons is μ = |〈0|M|0〉| ≡ |〈L〉 + 2〈S〉|. The value
of the magnetic moment therefore can provide a means of
characterizing the orbital contribution and the mixing of the
ground-state doublet with higher-energy multiplets.

Equation (6) illustrates that neutrons obey the selec-
tion rules that �mz = 0, ±1. By diagonalizing the spin-
orbit/crystal-field Hamiltonian above for a 12 × 12 matrix (in
terms of the |l = 1,ml ; s = 3

2 ,ms〉 basis states), the expected
intensities can be calculated. Based on this relation for
the neutron scattering intensity, for undistorted octahedra,
the strongest excitations are those within the ground-state
jeff = 1

2 doublet and also between the ground-state jeff = 1
2

doublet and first excited state jeff = 3
2 manifold of states.

Transitions to jeff = 5
2 are not present. However, distorting

the octahedra through including additional crystal-field terms
(H1,2) discussed above does allow further excited states
including those of the high-energy jeff = 5

2 manifold of
states to be allowed as these are mixed in with the ground
state.

IV. RESULTS AND ANALYSIS

Having outlined the essential single-ion theory (graphically
illustrated in Fig. 2), we now present neutron inelastic
scattering results for powders of α-monoclinic and γ -triclinic
polymorphs. The theory outlined above is only a single-ion
model and does not include spin-exchange interactions and
we now interpret the experimental neutron results in terms of
this single-ion theory and also justify the neglect of further
exchange terms in the Hamiltonian. We consider the effects
of spin exchange later in the paper. We first consider the
monolinic-α polymorph and then compare the results to the
γ -triclinic variant.
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FIG. 3. (Color online) A summary of the T = 4 K neutron
inelastic scattering results performed on α-CoV2O6 (monoclinic
polymorph) obtained on MARI with incident energies of Ei = (a) 10,
(b) 60, and (c) 150 meV. All data were obtained in the magnetically
ordered phase. We note the low-energy scattering at ∼1 meV is
discussed at the end of the paper.

A. Monoclinic α polymorph (TN = 15 K)

A summary of the low-temperature T = 4 K results from
MARI on the monoclinic polymorph is shown in Fig. 3 for the
three different incident energies (Ei = 10, 60, and 150 meV)
used. These scans are taken in the magnetically ordered state.
The data show three peaks in the neutron response located
at ∼4, 24, and 110 meV. We focus our discussion on these
excitations and return to the low-energy scattering present at
∼1 meV at the end of the paper.

Figure 4 illustrates the temperature dependence of the
4-meV peak. Figure 4(a) shows a constant momentum scan

integrating over Q = [0,1] Å
−1

demonstrating that the peak is
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FIG. 4. (Color online) The temperature dependence of the 4-
meV peak measured on MARI. (a)–(c) Show a constant momentum

scan integrating over Q = [0,1] Å
−1

demonstrating the disappearance
of the peak above TN . (d), (e) Show how the fitted intensity and
linewidth vary with temperature, further confirming that the peak is
directly tied to the antiferromagnetically ordered phase. We assign
this transition to an excitation within the lowest-energy jeff = 1

2
doublet.

sharp in energy with the horizontal bar showing the calculated
experiment energy resolution. Figures 4(b) and 4(c) show
the same scan but at 12 (near TN ) and 40 K, respectively.
Figures 4(d) and 4(e) show how the intensity and linewidth of
this peak vary with temperature showing that it only appears
as an underdamped peak below TN . The peak was fit to
a Lorentzian {I = I0/[(E − E0)/�2 + 1]} convolved with
the calculated resolution with a constant used to describe
the background. The intensity I0 shows a clear drop at TN

concomitant with broadening of the peak in energy indicating
a strong dampening of the excitation. These results clearly tie
the presence of this excitation to magnetic order in α-CoV2O6.

We therefore associate this peak at ∼4 meV with the
splitting of the lowest-energy ground-state jeff = 1

2 doublet
owing to the molecular field induced by magnetic order.
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This interpretation is based on the molecular field Zeeman
splitting the doublet ground state. While the result is similar
to the inclusion of anisotropy terms in the Hamiltonian, this
splitting and gapped excitation is the result of spin-orbit
coupling in our Hamiltonian. We note that the one-dimensional
nature of the nuclear structure combined with the expected
antiferromagnetic coupling (confirmed from magnetic neutron
diffraction) of the spins ensures that the molecular field on each
Co2+ ion does not cancel in the magnetically ordered phase,
therefore creating a local nonzero Hmf acting on each Co2+

site at low temperatures.
An important point to note is the resolution-limited nature

of this excitation within the ground-state doublet which
indicates little measurable magnetic coupling between the
spins. The effects of spin exchange on the powder averaged
neutron cross section are discussed later in the paper and also
presented in the Appendix in the context of the γ -triclinic
polymorph. The very weak exchange coupling between the
Co2+ spins indicate that any coupling introduced in the
H3 = HMFS

z term of the single-ion Hamiltonian discussed
above are likely small in comparison to the expected spin-orbit
coupling expected to be |λ| = 16 meV from CoO. We now
discuss the higher-energy excitations.

Figure 5 illustrates the temperature dependence and the
momentum dependence of the 24-meV excitation measured
on MARI with Ei = 60 meV. Figures 5(a)–5(c) show
constant momentum scans integrating in momentum over

Q = [0,3] Å
−1

at temperatures below TN . In contrast to
the peak at 4 meV, the 24-meV excitation is present at all
temperatures and does not display any broadening within
experimental resolution. We therefore associate this transition
with a spin-orbit excitation from the jeff = 1

2 doublet ground
state to the higher-energy j = 3

2 quartet. This excitation is
purely the result of the spin-orbit term in the Hamiltonian and
is present both in the magnetically ordered and paramagnetic
phases, which is substantiated by the lack of any significant
temperature dependence. The observed energy scales are also
similar to those measured in dilute (Mg,Co)O where this
transition was found to be 34 meV.

The peak position does show a small shift in energy
which is associated with TN and this is shown in Fig. 5(d)
which plots the peak position fitted from a single Gaussian
as a function of temperature. The increase in energy of
∼1 meV is expected from the single-ion crystal-field theory
discussed above where magnetic order splits the lowest-energy
doublet and hence lowers the ground-state energy, therefore
increasing the transition energy to other spin-orbit excitations
[as illustrated in Fig. 2(c)].

Figure 6 shows constant momentum scans taken with the
high energy Ei = 150 meV setting on MARI at T = 4 and 150
K. The scans show a peak at ∼110 meV. On heating, a change
is observed in the line shape with a suppression at higher
temperatures. Given the high-energy scale and momentum
dependence, we therefore associate this peak with a magnetic
transition. Based on the theory above, we associate this
transition with excitations from the ground state to one of the
members of the jeff = 5

2 multiplet. Given these excitations,
we now parametrize the magnetic scattering in terms of a
single-ion crystal-field Hamiltonian.
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FIG. 5. (Color online) The energy, momentum, and temperature
dependence of the 24-meV excitation in monoclinic α-CoV2O6. (a)–
(c) Show the temperature dependence of this peak demonstrating little
change in the energy structure with temperature. (d) Shows a plot of
the energy position as a function of temperature with an increase
of ∼1 meV over the temperature range studied. (e) Illustrates the
momentum dependence at 24 meV with the solid curve the free-
ion Co2+ form factor scaled to agree with the data. We assign this
transition to a transition from the lowest-energy jeff = 1

2 doublet to
the first excited jeff = 3

2 quartet.

1. Crystal-field “model”

To guide and substantiate the analysis above and the
excitation assignments, we now parametrize the data in terms
of a single-ion Hamiltonian, calculating the transition energies
and the neutron scattering intensities

H = HSO + H1 + H3 = λ̃�l · �S + �zl
2
z + HMFS

z. (7)

To test whether this simplified single-ion Hamiltonian repro-
duces the energy scales, we have diagonalized this matrix
fixing the spin-orbit coupling λ̃ to be 24 meV, the measured
value in CoO (note that λ̃ ≡ −3/2λ, where λ is defined
in Ref. [38]). We have taken this Hamiltonian acting as
a perturbation on the ground-state eigenstates of the cubic
crystalline electric field H0 discussed above and represented
by the states |l = 1; s = 3

2 〉. We do not consider exchange
terms between the Co2+ sites given that the excitations are
resolution limited in energy and show little sign of structure in
momentum.

Given that the main local octahedral distortion is an axial
one (corresponding to �z), we consider this term without
an in-plane distortion. The value of the parameter �z is
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FIG. 6. A plot of the 110-meV excitation in monoclinic
α-CoV2O6 at (a) T = 4 K and (b) T = 250 K. The data show a
change in intensity with temperature suggestive that this peak has
a magnetic origin. This transition is suggested to correspond to a
transition to jeff = 5

2 multiplet.

unclear. Motived by work in CoF2, where the octahedra are
flattened and �z was found to range from 1–2 × λ̃ (with
the sign negative), we have considered the situation where
�z = −2λ [39]. This single-ion Hamiltonian has transition
energies of 28, 44.5, and 114 meV with intensity ratios of
1, 0.15, and 0.02. The experimental ratio of the 110-meV
peak to the 24-meV peak is ∼0.06. The single-ion model
provides a good description of the 24- and the 110-meV
excitations as spin-orbit transitions. We have searched for
intermediate excitations that may indicate the presence of the
44.5-meV peak predicted from theory, however, due to strong
phonon scattering which increases with momentum transfer
[Fig. 3(c)], any magnetic transitions in this energy range are
not discernible. We note that the inclusion of a molecular
field through HMF splits the ground-state doublet introducing
a gapped excitation.

B. Triclinic γ polymorph (TN = 7 K)

We now discuss the triclinic variant γ -CoV2O6 which
has the additional complexity of having two different Co2+

environments with proportions of 2:1. A summary of the
magnetic excitations in γ -CoV2O6 is illustrated in Fig. 7
over the same dynamical ranges (with the same experimental
configurations) as displayed previously for the α-monoclinic
polymorph in Fig. 3. The summary shows a similar structure to
the magnetic excitations as in the α(-monoclinic) polymorph.

Figure 7(a) shows that the previous single sharp 4 meV is
replaced by two bands of excitations at ∼3 and 5 meV. The
momentum dependence at small Q displays a subtle dispersion
to these bands of excitations giving structure in the peaks
beyond the resolution determined by the spectrometer. We

0 2 4 6
0

2

4

6

-CoV
2
O

6
, T=4 K

0

20

40

0 5 10

0 2 4 6

E
 (

m
eV

)
0 

20

40

0

20

40

0 5 10

Q (A-1)
0 2 4 6

0  

50 

100

2

4

Intensity
(Arb. Units)

0 0.5 1 1.5

(c) E
i
=

60 meV

(e) E
i
=150 meV

(b) Q=
[0,3] A-1

(d) Q=
[0,3] A-1

(f) Q=
[0,6] A-1

(a) E
i
=10 meV

o

FIG. 7. (Color online) A summary of the T = 4 K neutron inelas-
tic scattering measurements on the γ -CoV2O6 (triclinic polymorph)
obtained on MARI with incident energies of Ei = (a) 10, (b) 60,
and (c) 150 meV. All data were obtained in the magnetically ordered
phase.

discuss the two bands and the dispersion in terms of a two-site
model in the following section.

Figure 7(b) displays a ∼24-meV peak at approximately
the same energy as found in the α(-monoclinic) polymorph.
This similarity further supports the assignment of this peak
to a spin-orbit excitation from the ground-state jeff = 1

2 to
the jeff = 3

2 manifold of states. Similar to the low-energy
excitations reported in Fig. 7(a) this peak is broadened
in energy, again possibly the result of a weaker spin-spin
exchange coupling. At higher energies, the sharp 110-meV
peak found in the monoclinic polymorph is not observable, but
a band of scattering which decays with increasing momentum
transfer is evident in Fig. 7(c). However, the observation of a
weaker high-energy band is consistent with the α polymorph
given the presence of two Co2+ crystallographic sites and a
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different local octahedron distortion from the α polymorph
(as noted in Ref. [34]). The single-ion model discussed above
predicts a weaker transition in this energy range for a weaker
axial distortion characterized by �z. In summary, we find
the triclinic polymorph displays a similar energy structure
to that of the α-monoclinic polymorph but with broadened
peaks consistent with larger spin-spin exchange and two
crystallographic distinct Co2+ sites which are less distorted
than the α-monoclinic polymorph.

There are two features that are different between α-
monoclinic and γ -triclinic CoV2O6 which we consider within
the single-ion framework discussed above. First, the ordered
moment obtained from neutron diffraction and magnetization
is much larger in α-monolinic polymorphs (∼4.5μB) over the
γ -triclinic variants (∼3μB) interpreted as originating from
a larger orbital contribution. Second, the α-monoclinic poly-
morph displays a weak ∼110-meV transition not observable in
the γ -triclinic polymorph. This excitation is nominally extinct
in undistorted octahedra but is present due to additional terms
in the Hamiltonian. The combined results of a lower orbital
contribution to the magnetic moment and the unobservable
∼110-meV excitation indicates a less distorted octahedra in
γ -triclinic over α-monoclinic. This is consistent with the
structural properties and can be seen by considering the local
environment around the Co2+ sites. In particular, the deviation
from a perfect octahedral environment is characterized by the
following structural parameter:

δ = 1

N

∑
i

(
di − 〈d〉

〈d〉
)2

× 104, (8)

where di are the distances from Co2+ ion to the N = 6
O2− in the distorted octahedra. The average distance is
denoted as 〈d〉. The α-monoclinic structure has δ = 55 and
the γ -triclinic has δ = 2.1 and 4.8 for the two different
Co2+ sites. The α-monoclinic unit cell is therefore heavily
distorted supporting a strong mixing substantiated by our
neutron inelastic scattering study and the observation of an
excitation from the jeff = 1

2 doublet ground state to the jeff = 5
2

manifold. The γ polymorph is comparatively less distorted
implying less orbital mixing of the ordered moment and also
the weakening of the jeff = 1

2 to jeff = 5
2 transition. These

results imply stronger orbital mixing in α-monoclinic CoV2O6

over the triclinic polymorph.
The main driving term of this mixing in our heuristic model

above for the single-ion Hamiltonian is the parameter �z

which characterizes the axial distortion. This term provides
a means of coupling local strain to the magnetic properties
through the spin-orbit coupling. Because of the strong axial
distortion, structural and magnetic properties are strongly
coupled in CoV2O6 as seen through a large magnetostriction
and dielectric anomalies discussed above. This interpretation
in terms of a single-ion theory is qualitatively in agreement
with the conclusions derived from first-principles calculations
in Ref. [37]. CoV2O6 therefore represents a case where
structural and magnetic orders are coupled through local
crystalline electric fields. We now return to the low-energy
∼4 meV excitations to understand the momentum dependence
highlighted in Fig. 7(a) at low temperatures.

V. ANISOTROPY, EXCHANGE, AND DIMENSIONALITY

In this section, we discuss the exchange and anisotropy
contributions to the Hamiltonian for both α-monoclinic and
γ -triclinic polymorphs of CoV2O6. These terms are the most
difficult to determine using powder averaged data, yet we
discuss possible scenarios and apply sum rules of neutron
scattering to extract information on the dimensionality of the
interactions. We also compare our results to other insulating
Co2+ containing materials.

A. Two-site jeff = 1
2 model applied to γ -CoV2O6

As identified above, a large difference between the magnetic
excitations in α-monoclinic and γ -triclinic polymorphs is
the momentum and energy dependence of the low-energy
excitations at ∼4 meV displayed in Figs. 7(a) and 3(a). While
monoclinic α-CoV2O6 displays a sharp single dispersionless
(within resolution limits) excitation with little observable
momentum dependence in the powder average spectra, the
γ -triclinic polymorph shows a contrasting strong momentum
dependence and even a clear upward energy dispersion at
small momentum transfers. Another key difference between
the two polymorphs is illustrated in Figs. 8(d) and 8(e) which
shows that the low-energy ∼5-meV excitation persists above
TN = 7 K and even up to 30 K in the triclinic γ polymorph.
This contrasts with the picture presented for the α phase where
the excitation rapidly decayed with temperatures above TN .
Given the fact that both α,γ polymorphs display qualitatively
similar bulk magnetic properties (magnetization plateaus) and
are based upon a framework of octahedrally coordinated Co2+,
the underlying Hamiltonian describing the magnetism on the
Co2+ site must be similar.

Previous studies (Ref. [58]) on the triclinic γ polymorph
have interpreted the excitations in terms of a “soliton” model
originating from the underlying chain network in Fig. 1.
However, while that model may reproduce the “ladder” of
peaks in a constant momentum cut, it does not obviously
carry over to provide a description of the monoclinic α

polymorph where no such structure is observed in the energy
dependence (Fig. 3). A predominantly one-dimensional model
is also difficult to reconcile with the momentum dependence
illustrated in Fig. 7 which shows two connected levels at
∼4 meV and not a series of discrete excitations when
scanned in energy. The strongly one-dimensional picture of
the CoV2O6 polymorphs is also contentious in the context of
recent diffraction data which seem to suggest two-dimensional
magnetism [32].

Given these contrasting results and in particular recent
neutron magnetic diffraction experiments, we investigate
whether an extension of the single-ion model discussed above
in the context of the higher-energy spin-orbit transitions
can describe the low-energy physics consistently in both
the α and γ polymorphs. In the dominant single-ion model
discussed above, a molecular field is applied to each site in
the magnetically ordered state with the strength determined by
anisotropy and also exchange interactions between the spins.
This molecular field introduces a gap within the ground-state
doublet which is illustrated in Fig. 8(c) for two different sites
with different axial distortions characterized by the parameter
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FIG. 8. (Color online) (a) Triclinic γ -CoV2O6 showing two
bands of excitations and compared against the heuristic two-site
model in (b). The effect of the differing octahedral distortions on
the splitting of the ground state j = 1

2 doublet is illustrated in (c) for
isotropic exchange in the absence of anisotropy (anisotropic exchange
is discussed later in the text). (d), (e) Show comparative scans above
TN .

�z. Anisotropy terms due to the distorted octahedra and dipolar
effects also contribute to the molecular field and will be
different for the two different sites in the γ -triclinic polymorph
given the differing local distortion.

To analyze the momentum dependence, we first consider
an additional symmetric Heisenberg-type interaction in the
model Hamiltonian discussed above with the form Hexchange =∑

i,j Jij
�Si · �Sj + Ha , where Ha includes anisotropy terms

discussed above resulting from the heavily distorted oxygen
octahedron surrounding the Co2+ ion. We later discuss
anisotropic exchange and the possible experimental signatures
of this in our data. Given the large energy separating the
ground-state jeff = 1

2 doublet from the first excited jeff = 3
2

quartet (∼300 K) and the fact that the fine structure is observed
at low temperatures, we will only consider the effect of this
additional term to the low-energy jeff = 1

2 doublet.

To test whether a two-site model with weak exchange
can describe the powder average data for γ -CoV2O6, we
have performed a calculation powder averaging S( �Q,E) with
different gaps introduced through the differing molecular
field contributions with the dispersion relation causing this
discussed in the following. A general form for the neutron
scattering cross section can be derived from the first moment
sum rule (Ref. [59]) which relates S( �Q) to the dispersion
ε( �Q):

S( �Q) = −2

3

1

ε( �Q)

∑
�d

J �d〈 �S0 · �S �d〉[1 − cos( �Q · �d)]. (9)

This form for the cross section is independent of the
specifics of the exchange interactions, but relies on the
presence of an isotropic Heisenberg interaction in the Hamil-
tonian. The first moment sum rule can be extended to include
anisotropic interactions, and the additional terms are discussed
in Ref. [60]. However, these terms do not give a strong
momentum dependence and therefore we have found that
the powder averaged data are not strongly sensitive to these
anisotropic terms in the sum rule above. We therefore include
only isotropic Heisenberg interactions for the first moment
sum rule and discuss anisotropy Ha below in the context of
the dispersion relation ε. Further discussion of anisotropic
exchange is presented in the next section in the context of
an additional low-energy mode observed in both structural
polymorphs.

In the single-mode approximation where only one transition
level is being considered (for example, when we are within
the lowest-energy manifold of states), the measured structure
factor can be written in terms of a momentum-dependent
part and a Dirac delta function forcing energy conservation
S( �Q,E) = S( �Q)δ[E − ε( �Q)]. For numerical purposes, we
have approximated δ(E) as a Lorentzian, with a full width
equal to the calculated experimental resolution width on MARI
(given above in the Experimental Details section). To account
for the dispersion, we have used a heuristic form which obeys
the lattice periodicity ε( �Q) = β0 + ∑

i βi cos( �Q · �di) where di

are vectors connecting the Co2+ ions to the nearest neighbors
and β0 represents the gap energy [characteristic of the splitting
described in Fig. 8(c)] and βi are related to the strength
of the exchange to the nearest neighbors. We note that a
similar approach has been applied to other low-dimensional
magnets and a further description of this analysis can be found
elsewhere [2,61–64].

While exact forms for the energy dispersion can be
calculated (for example, see Ref. [65]), given the ambiguity
from powder averaging and the loss of information regarding
anisotropic exchange, we have chosen to use this heuristic
expansion which obeys the symmetry of the lattice. Physically,
the excitation energy gap β0 can be related to the anisotropy
and the gap introduced through splitting the low-energy
doublet when projecting from a full S = 3

2 description to a
jeff = 1

2 ground-state doublet. Expressions for the transforma-
tion including different terms due to anisotropy are given in
Ref. [7] for tetragonal KCoF3. This term incorporates the local
molecular field and anisotropy (Ref. [66]) and therefore should
be different for the two different Co2+ sites with different local
distortions in the γ -triclinic variant. As discussed in Ref. [67],
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the parameters βi can be interpreted as hopping terms along
different bond directions where single spin flips cost energy
t ∼ SJ .

The calculation for two-sites with volume proportions of
2:1 is shown in Fig. 8(b) and compared against experimental
data in Fig. 8(a). For this calculation, we have considered
two different dispersions with differing values of β0 to model
the different local distortions. We have then calculated the
sum over the two sites Stot = ν2SCo1 + ν2SCo2 with the relative
weight of the two excitations ν1 : ν2 being 2:1 following the
volume proportions. Interestingly, to get the distribution of
intensity shown, particularly at small momentum transfers,
we have needed to input two “hopping” parameters βi

connecting spins both along the chains and also between
the chains with β1/β2 = 0.75 and J�a〈�S0 · �Sa〉/J�b〈�S0 · �Sb〉 =
1. The powder data are therefore suggestive of a two-
dimensional model in the triclinic (γ ) polymorph instead
of a strongly one-dimensional model. The intensity ratio
of the two modes at 4 and 5 meV, and the absence of
such splitting in the α-monclinic variant, leads us to suggest
that the fine structure and the two levels originate from the
two different crystallographic sites in γ -triclinic CoV2O6.
While a single-crystal analysis is required for fully conclusive
statements, the heuristic model described here seems to imply
that γ -CoV2O6 consists of ferromagnetically coupled planes
consistent with diffraction studies [32]. The two sites in
the γ -triclinic polymorph therefore not only introduce two
different sites, but also seem to break up the chains into a
two-dimensional framework. Given the lack of dispersion or
momentum dependence in the α-monoclinic variant, we are
not able to make statements on the dimensionality of the
exchange interaction in that system based on our powder
data.

Another difference between α and γ is the temperature
dependence of the ∼4-meV excitation which persists to very
high temperatures in the triclinic γ polymorph [shown in
Figs. 8(d) and 8(e)], but not the α-monoclinic variant discussed
above. Figure 8 also seems to illustrate that the strong momen-
tum dependence, particularly at small momentum transfers,
is lost at higher temperatures. These combined results can
be understood in terms of the single-ion model presented
above in the presence of two-dimensional interactions. In
terms of the single-ion picture described above, a local field on
an individual Co2+ can remain above the magnetic ordering
temperature provided there is a finite correlation length of
ordered spins. While there have been no theoretical calcu-
lations performed for the correlation length on the CoV2O6

lattice studied here, for a two-dimensional (2D) square lattice
with S = 1

2 , as in La2CuO4 and Sr2CuO2Cl2 (Refs. [68,69]),
it has been shown that ξ ∝ exp(1.25J/kT ) in agreement
with simulations (Ref. [70]) and also the 2D nonlinear sigma
model (Ref. [71]). This relation implies that the stronger J ,
the larger the correlation length is at higher temperatures.
In the context of the α,γ -CoV2O6, this implies that the
correlation length would fall off more quickly with increasing
temperature in the monoclinic α variant in comparison to the
γ -triclinic variant with the large exchange. The persistence of
the ∼4-meV peak in the γ -triclinic polymorph and not in the
α-monoclinic polymorph is therefore consistent with stronger
exchange in the triclinic sample and also two-dimensional

interactions suggested by the single-mode analysis described
above.

In summary, we have applied the first sum rule and found
that a heuristic two-site model describes the γ -triclinic variant
with two-dimensional interactions. One thing that is lacking
in this heuristic description is a description of the anisotropy
term in the Hamiltonian (referred to as Ha above) resulting
from dipolar effects and also an anisotropy in the exchange
constants. Given the large local distortion noted above for
both the α-monolinic and γ -triclinic variants and the strong
mixing of the various spin-orbit levels, such additional terms
are expected in the Hamiltonian. An experimental signature
of this anisotropy is the breaking of the degeneracy of the
low-temperature spin waves and we now apply high-resolution
neutron spectroscopy to search for this in the magnetically
ordered state in both polymorphs at low energies.

B. Low-energy excitations and possible signatures
of anisotropic exchange

The above discussion has focused on the single-ion effects
and found a strong response of the excitations to the local
crystal field supporting the notion that strongly distorted
octahedra cause stronger orbital mixing in the α polymorph
over the γ material. All inelastic transitions were well
accounted for in terms of the single-ion model presented
in the Introduction with the γ polymorph also requiring
two-dimensional interactions modeled heuristically through
the combined use of the first moment sum rule and a “hopping”
model to write an energy dispersion. However, we note that all
of the magnetic excitations discussed above either are present
above TN or decay at TN . This makes them unlikely to be
directly tied to the magnetization plateaus which disappear
quickly with temperature, and at least in the monoclinic α

polymorph, well below TN . One unresolved aspect of the
single-ion model was that the calculation predicts a large
dominant intensity for excitations within the jeff = 1

2 ground-
state doublet. As seen in Fig. 3, this is inconsistent with a
comparison between the ∼24-meV and ∼4-meV excitations
[see Fig. 3(b) for comparison on the same scale with the same
experimental configuration].

This represents a breakdown of the dominant single-ion
picture for a full description of the excitations and indicates
the presence of spectral weight elsewhere not discussed
above. Another low-energy excitation is present and can be
seen in both Figs. 3(a) and 7(a) at an energy transfer of
∼1 meV. We further investigated this excitation using the
IRIS backscattering spectrometer which offers high-energy
resolution of 17.5 μeV at low-energy transfers. Figure 9 shows
momentum and energy slices taken on IRIS comparing the
results for the α-monoclinic and γ -triclinic polymorphs. A
strong band of magnetic excitations which consists of two
peaks in energy is seen at the same energy in both the
α-monoclinic and γ -triclinic polymorphs and decays rapidly
with temperature. The energy scale of the band is similar
in both α-monoclinic and γ -triclinic polymorphs despite
different local distortions discussed above.

Given the strong local distortion in the local octahedra
in both α,γ polymorphs, we expect anisotropy terms in the
Hamiltonian and in particular anisotropic exchange between
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FIG. 9. (Color online) A comparison of the low-energy excita-
tions at ∼1 meV in both the α-monoclinic [(a) and (b)] and γ -triclinic
[(c) and (d)] polymorphs. The excitations appear at the same energy
in both polymorphs and disappear rapidly with temperature.

the Co2+ ions. The presence of anisotropic exchange would
modify the exchange terms to the magnetic Hamiltonian. Such
a modification was discussed in the context of tetragonal
KCoF3 (Ref. [7]) and was written as follows for two interacting
spins (labeled as 1 and 2):

H 12
ex = J‖S1

z S
2
z + J⊥

(
S1

xS
2
x + S1

yS
2
y

)
. (10)

Such anisotropy has even been suggested to exist in compar-
atively undistorted octahedra (Ref. [72]) and an experimental
signature of this is the splitting of the magnon branches in
the magnetically ordered phase. The effects of anisotropy
were discussed in the context of tetragonal KCoF3 where
it was noted that the splitting of the degeneracy scaled
as �E

E
= 3(J‖ − J⊥)/4J⊥ (with J⊥ and J‖ being the two

distinguishing directions). The case of a strong anisotropic
exchange may explain the existence of two branches to the
low-energy fluctuations which are linked with the magnetically
ordered phase. The two modes are present even in monoclinic
phase where there is only one Co2+ site.

To corroborate this picture, we have searched for other
compounds which have a similar local bonding environment to
that of α,γ -CoV2O6. Co3V2O8 has a similar local framework
based on a distorted octahedra, but two different Co2+ sites
giving a “distorted-kagome” type magnetic lattice which
also displays magnetic field induced transitions [73–78].

Single-crystal work on that compound has revealed also
two low-energy branches with similar energy scales to those
observed here for CoV2O6 [79]. The similarity in the energy
scales indicates that a predominantly anisotropic model may
provide a consistent description. Further work on single
crystals in CoV2O6 and other materials based on a similar
framework extracting the polarization of the magnetic fluctu-
ations will ultimately aid in linking these systems and also
resolving these lower-energy components to the Hamiltonian
and determining their possible role in magnetic field induced
transitions or magnetization plateaus.

A contrasting feature of these low-energy fluctuations in
comparison to the higher-energy excitations discussed above
is shown in Fig. 9 which shows the low-energy ∼1-meV
fluctuations in both α and γ polymorphs decay rapidly with
temperature. This is particularly true for α-CoV2O6 where the
excitations are absent at 9 K, well below TN = 15 K for this
compound. The magnetic excitations also have fine structure
which is only resolved because of the high resolution on IRIS.
From the current powdered average data set, it is not possible
to determine if these are two separate excitations or one single
dispersing band. We note that for triclinic γ -CoV2O6, at
T = 10 K the two bands are largely replaced by quasielas-
tic scattering near Q = 0 implying dominant ferromagnetic
coupling, consistent with the single-mode analysis presented
above.

It is clear from this analysis that the excitations within
the jeff = 1

2 doublet are divided into two bands with one
decaying at TN (∼4 meV) and the other at much lower energies
and also much more sensitive to temperature (∼1 meV). The
correlation with temperature between the low-energy band and
the plateaus in the magnetization may indicate that splitting of
magnon degeneracy through anisotropic exchange to be central
for facilitating steps in the magnetization. The anisotropic
exchange is directly tied with the distorted octahedra, making
this consistent with first-principles calculations in Ref. [37]
which imply that a dominant single-ion scenario may be
enough for magnetization plateaus.

VI. DISCUSSION AND CONCLUSIONS

We have presented a study of the magnetic excitations
in α-monoclinic and γ -triclinic polymorphs of CoV2O6 and
interpreted them in terms of a dominant single-ion Hamilto-
nian. We have found well-separated magnetic excitations in
both compounds consistent with spin-orbit excitations from a
ground-state jeff = 1

2 doublet to excited jeff = 3
2 and jeff = 5

2
multiplets. The energy positions are set by the spin-orbit
coupling and also a dominant axial distortion of the local
octahedra. The highly distorted octahedron in α-CoV2O6

supports stronger orbital mixing resulting in allowed neutron
transitions from the jeff = 1

2 ground state to the excited
jeff = 5

2 level. It is also consistent with a larger orbital
moment observed with x rays and suggested by magnetization
studies.

The sharp excitations combined with weak momentum
dependence show that any spin exchange is much weaker
than the spin-orbit coupling λ̃ = αλ = 24 meV. In the α-
monoclinic polymorph, the exchange is very weak, indicated
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by the presence of resolution limited in energy excitations
with little dispersion in momentum. The γ -triclinic polymorph
shows energy broadened excitations and therefore evidence of
stronger spin exchange, however, still significantly less than
the dominant spin-orbit coupling. A heuristic model using
the first moment sum rule implies that the spin coupling
in the γ -triclinic variant is predominantly two dimensional,
consistent with current magnetic diffraction studies. This
analysis relies on the presence of a gap and the distribution
of intensity within the weakly dispersing band.

While these single-ion excitations are not directly associ-
ated with the plateaus, we also report bands of excitations at
∼1 meV that exists at the same energy in both the α-monoclinic
and γ -triclinic polymorphs and decay in intensity well below
TN in the α-monolinic material. While the origin of these
excitations is not clear from the powdered average data, the
temperature dependence is suggestive that these excitations
may be connected with the magnetization plateaus. We
suggest that these excitations originate from strong anisotropic
exchange and have compared them to available single-crystal
data in other low-dimensional Co2+ compounds.
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APPENDIX

In the discussion above, we applied a heuristic calculation
using the single-mode approximation to study the momentum
dependence of the low-energy spin fluctuations. Further details
of this calculation and comparison of various models are shown
in this Appendix.

While the powder averaging results in a loss of information
about exchange anisotropy, the presence of a gap in the exci-
tation spectrum results in a sensitivity to the dimensionality
of the exchange interactions. The momentum dependence of
the powder averaged intensity also provides a sensitivity to
the sign of the exchange interaction. We demonstrate this by
showing in Fig. 10 two further calculations with a strictly
one-dimensional model [panel (a)] and also a two-dimensional

Q (A-1)
0 2 4

E
 (

m
eV

)

0

1

2

3

4

5

6

7

0 2 4
0

1

2

3

4

5

6

7

(a) 1D SMA-
Ferro

(b) 2D SMA-
AF

o

FIG. 10. (Color online) Calculations within the two-site jeff = 1
2

model (in the context of the γ -triclinic polymorph) discussed in the
Appendix and compared against data and calculations presented in
the main text. (a) A calculation for ferromagnet uncoupled chains.
The concentration of spectral weight at low energies and momentum
transfers prefers another description. (b) A calculation for a two-
dimensional interaction. The concentration of spectral weight at finite
momentum transfers excludes this description of the data.

antiferromagnetic model in panel (b). We have favored a
two-dimensional ferromagnetic model in the main text over
the one-dimensional model as the 1D calculation concentrates
the spectral at lower energies which is not consistent with
data presented above. This general feature was found to be
independent of the value of the exchange constant and a
property of the dimensionality. The antiferromagnetic model
in Fig. 10(b) shows that the spectral weight is concentrated
at finite momentum transfers which is inconsistent with the
data. While we emphasize that a single-crystal experiment
is required to conclusively derive the interactions and the
dimensionality, the powder averaged inelastic response does
seem to imply that a two-dimensional ferromagnetic model is
preferred.
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