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Spectral diffusion and its influence on the emission linewidths of site-controlled
GaN nanowire quantum dots
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Fourier transform spectroscopy is used to determine/control the degree of spectral diffusion in high-quality
site-controlled GaN nanowire quantum dots. Detailed analysis, including the development of a statistical model
and Monte Carlo simulations, provides evidence that the broadening is caused by photoinduced excitation of
defects. Furthermore, performing the experiment under weak excitation allows for an estimate of the homogeneous
linewidth to be made (135 μeV). The origins of this linewidth are discussed, and the existence of an alternate
dephasing mechanism is inferred. A limit on the emission linewidth at zero excitation is also discussed.
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I. INTRODUCTION

The emission linewidths of optical transitions in semicon-
ductor nanostructures are important measures of coherence,
and they are also indicators of the degree to which interactions
with the environment are occurring, be they interactions with
material vibrations, electronic fluctuations, or the modes of
optical resonators. Spectral diffusion is one such linewidth-
limiting phenomenon, whereby an optical transition between
two states in a nanostructure undergoes inhomogeneous
linewidth broadening through Coulomb interactions with the
fluctuating electronic environment. The exact degree to which
spectral diffusion will occur in a given situation depends
on several factors, such as the quality of the material, the
interaction strength, and even the time scale on which the
fluctuations occur [1]. Being a limiting factor for the generation
of indistinguishable photons [2], spectral diffusion is an
important topic that demands thorough analysis.

To date, there have been many observations of this effect
in semiconductor nanostructures made from a range of mate-
rials [3–5]. In particular, polar III-nitride quantum dots (QDs),
which exhibit large interaction strengths due to their internal-
field-induced exciton permanent dipole moments [6,7] and
relatively large densities of surrounding defects, tend to have
large inhomogeneous linewidths that can reach up to 10’s of
meV for single quantum transitions [8–10] even at cryogenic
temperatures where other broadening mechanisms, such as the
interaction with acoustic phonons, are suppressed. Although
it has been shown that smaller QDs exhibit smaller permanent
dipole moments, resulting in narrower inhomogeneously
broadened emission linewidths [11], these linewidths still
tend to be of order ∼1 meV, rendering the emission of
indistinguishable photons all but impossible.

Even though there have been no experimental studies on
the extent of spectral diffusion in nitride nanowire QDs to
date, it is anticipated that the use of nanowire structures to
localize the QDs will alleviate the spectral diffusion problem
to some degree by a combination of several effects, such as
the following:
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(i) The fact that nanowires tend to exhibit high-quality
material with fewer structural defects, suggesting a somewhat
cleaner environment.

(ii) The growth mode of dots in nanowires is not strain-
limited, allowing for the formation of smaller dots that will
exhibit smaller interaction strengths.

(iii) The volume of the environment is physically reduced
in nanowires (with the caveat that surface environments are
closer to the dot).

Here we investigate the spectral diffusion mechanics in
site-controlled GaN/Al0.8Ga0.2N nanowire quantum dots,
and we provide experimental evidence, together with a
complementary theoretical model, that it can be controlled
to some extent. III-nitride semiconductors in general are
receiving much attention at present, particularly due to their
widespread use in solid-state lighting, and their nanostruc-
tures have also been in the spotlight in recent years, with
advances being made toward high-temperature operational
single-photon sources [12–17], nanowire field-effect [18] and
quantum dot single-electron transistors [19], and also the
realizations of plasmonic nanowire lasers [20], quantum-
well and nanowire polariton lasers [21,22], and QD-based
microdisk lasers [23,24]. Nitride-based QDs are also the-
orized to be useful for various quantum-information-based
applications [25,26]. In particular, site-controlled nanowire
QD structures [27], such as those used in this study, are of
additional interest as they offer the possibility of fabricating
structured arrays of devices, a property that will be of
significant importance for the manufacture of future devices
with real-world applications.

The studied GaN/Al0.8Ga0.2N QDs are located near the tips
of site-controlled nanowires grown by metalorganic chemical
vapor deposition (MOCVD) [28], and they have been shown
recently to possess many favorable optical properties, such as
large biexciton binding energies [27], well-defined coherently
controllable excited states [29,30], and room-temperature
single-photon emission [12]. Figure 1 shows scanning electron
microscopy (SEM) images and a schematic of a single device.
The dots are typically ∼1 nm in height [30] and therefore tend
to emit in the deep uv at energies greater than 4 eV, where
the energy resolution of spectrometers becomes increasingly
worse due to the inverse relationship between wavelength
and energy. In the experiments described herein, Fourier
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FIG. 1. (Color online) SEM images of a single site-controlled
GaN/Al0.8Ga0.2N nanowire quantum dot and position markers. The
right image is a simplified schematic of the nanowire tip showing a
distribution of charges (glowing balls) in the vicinity of the quantum
dot (central hexagonal inclusion).

transform spectroscopy [1,31–34] performed with a home-
built piezodriven interferometer operating in the ultraviolet
is used to overcome our spectrometer resolution limit and
accurately measure the QD emission linewidths in the spectral
domain via interference measurements in the temporal domain
(the envelope function of the interference decay is related to
the emission spectrum via a Fourier transform).

II. EXPERIMENT AND ANALYSIS

We begin by showing some basic optical properties of a
nanowire QD selected for this study. The emission spectrum
shown in Fig. 2(a) measured using standard microphotolu-
minescence spectroscopy is limited by the resolution of the
experimental setup. The left panel inset shows a time series of
collected spectra measured over a period of 300 s (100 spectra,
3 s integration time) revealing that the emission from the QD
is temporally stable and that there are no measurable discrete
spectral jumps. The right inset shows a histogram of photon
coincidence counts measured using the Hanbury-Brown and
Twiss (HBT) setup. The data reveal the single-photon nature
of the emission by the fact that the value of the second-order

coherence function at zero time delay, g(2)[0], is <0.5 (we
measure a raw value with no correction of 0.32 ± 0.11). In
Fig. 2(b) we show a measurement of the emission lifetime
of the decay as measured by time-correlated single-photon
counting using one of the photomultiplier tubes (PMTs). The
emission from the QD exhibits a monoexponential decay
with a lifetime of ∼400 ps, which is consistent with previous
studies on small nitride QDs [35] and typical for this kind
of GaN/AlGaN nanowire dot. At low temperatures we can
assume that this lifetime is the radiative lifetime of the dot,
and note that such a lifetime (in the absence of other sources
of decoherence) would limit the emission linewidth to be on
the order of a few μeV. In reality, however, spectral diffusion
will lead to much broader emission linewidths, but as the
spectrometer limits the measurement in this case, we utilize
Fourier transform spectroscopy to make measurements of the
linewidth in the time domain via interference measurements.
To perform such experiments, we map the interference fringe
contrast, C, measured while tuning the path difference, τ , in a
Michelson interferometer. The fringe contrast is defined as

C = (Imax − Imin)

(Imax + Imin)
, (1)

where Imax and Imin are the maximum and minimum intensities
found by fitting the interference patterns with a sinusoid
function. The measurements are performed at 4 K through
several values of interferometer path delay and over a range
of excitation powers using a 266 nm continuous-wave laser
(an energy lower than the barrier material band gap). The low
and constant temperature is necessary in these experiments to
suppress the interaction with phonons, which could also affect
the emission linewidth [36,37]. Further experimental details
can be found in Sec. VII.

The interference measurements of the emission from a
GaN nanowire QD are presented in Fig. 3 (the data are

FIG. 2. (Color online) (a) Emission spectra of a site-controlled nanowire quantum dot under excitation at 160 W cm−2. The emission line
is limited by the spectral resolution of the experimental setup. The insets show the temporal variation of the emission (i.e., no spectral jumping)
and the intensity autocorrelation revealing a g(2)[0] value of 0.32. (b) Measurement of the lifetime of the QD when excited with 200 fs laser
pulses (the response function of the photomultiplier tube used for detection is also shown). The decay of the QD emission is monoexponential
with a decay time of ∼420 ps.
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FIG. 3. (Color online) (a) QD emission interferograms measured by fine tuning the piezo arm of the interferometer at various course delays
(excitation power density = 1600 W cm−2). (b) A series of semilogarithmic plots showing the decay in fringe contrast as a function of excitation
power. The contrast decay is slower at lower excitation powers, indicating a narrowing of the spectral width. The solid lines are fits to the data
of Eq. (2). (c) The variation of the inhomogeneous linewidth with excitation power.

taken from the same dot represented in Fig. 2). We observe
the expected decay in fringe visibility as the interferometer
path difference is increased [shown clearly in Fig. 3(a)],
and we find that upon decreasing the excitation power, the
fringes remain visible at longer decay times [as shown by
the visibility decay plots in Fig. 3(b)]. This indicates a
narrowing of the spectral emission line as the excitation power
is reduced, revealing a power-dependent nature of the spectral
diffusion (SD) process. We envisage the simple situation of
a (homogeneously broadened) Lorentzian emission line (of
width �H ) that is further broadened by power-dependent
environment fluctuations, resulting in a Gaussian line shape of
width �SD. Consequently, the data are fitted [see the solid lines
in Fig. 3(b)] with the Fourier transform of a Voigt function:

C(τ ) = exp

[
−

(
τ

τSD

)2

−
(

τ

τH

)]
, (2)

from which the linewidths [full width at half-maximum
(FWHM)] of the components can be respectively extracted
from the fitting via the following relations:

�SD = 2
√

ln 2

πτSD
, �H = 1

πτH

. (3)

By fitting the experimental data consistently, we extract
the power dependence of �SD [shown in Fig. 3(c)] and a
homogeneous linewidth of �H = 135 ± 30 μeV. Although
the error is large, this estimated value of the inhomogeneous
linewidth of site-controlled GaN nanowire QDs in the temporal
domain is similar to that previously measured directly in the
energy domain from self-assembled GaN/AlN QDs [38] using
a high-resolution spectrometer. However, we note that it is still
much broader than the radiative decay limit, leading us to the
conclusion that there must be some other exciton decoherence
process occurring (a process that leads in particular to a
Lorentzian line shape). We estimate the time scale of this
process to be of order 10 ps, and we leave the origin of this as
an open question at present, although we suggest that in the
case of these nanowire QDs it could possibly be determined by
a motionally narrowed diffusion [1] due to the fast fluctuations
of itinerant charges on the nanowire surface or in the GaN
core region of the nanowire, or perhaps some other, hitherto
unknown, process inherent to nitride QDs.

Nevertheless, the fact remains that the emission line is
still largely inhomogeneously broadened, and next we turn
our attention to the nonlinear increase in the inhomogeneous
linewidth with increasing excitation power. We see in Fig. 3(c)
that the data are well described with a fitting of the form
�SD ∝ √

P (with a constant offset), similar to that observed by
Empedocles and Bawendi for CdSe nanocrystalline dots [39].
In the following section, we explain this phenomenon in
general terms with a statistical model based on the excitation
of charges into a distribution of traps near the dot.

III. STATISTICAL MODEL BASED ON THE
MULTIVARIATE HYPERGEOMETRIC DISTRIBUTION

We consider the environment of the dot, limiting our
analysis to a region in the tip of the nanowire that consists of
the QD surrounded by a wide-band-gap barrier of Al0.8Ga0.2N
as it is assumed that charge traps in this region, being the
closest to the dot, will dominate the spectral diffusion/line
broadening mechanism. Now, as is discussed in more depth
below, the majority of traps in this region are likely to be
deep-level acceptorlike defect complexes [40,41], and even the
residual donorlike defects will also become positively charged
electron traps by releasing their charge to midband surface
states [42,43]. Due to the fact that our excitation laser energy
is lower than the Al0.8Ga0.2N band gap, it is not possible to
photoexcite carriers directly from the valence continuum to
the conduction continuum in this region, and we therefore
assume that the traps come to be occupied through either
direct photoexcitation from the valence band or by the capture
of charges that have been optically liberated from the surface
states into the conduction band. The electrons remain trapped
for a short time before escaping via either recombination
with valence-band holes, tunneling to the surface states, or
some other scattering mechanism. For modeling purposes, we
define a distribution of N traps in the vicinity of the dot that
induce shifts �i when occupied, where i indexes each trap, and
we stress that in working through the model here we do not
define any specific trap distribution geometry, and therefore we
maintain generality for different geometries. We assume that
at any given time, n of the N traps are occupied (where n is the
steady-state value for the dynamic excitation, photoliberation,
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FIG. 4. (Color online) Schematic showing the electronic states in
a plane slice through a nanowire QD surrounded by some charge trap
localized states. When a trap becomes occupied, it induces a shift �i

in the QD emission energy.

and capture processes, and it is dependent on the excitation
power P ). There are therefore NCn possible values of the
resulting electric field due to the n trapped electrons, and
temporal fluctuations in the field’s magnitude and direction
(due to different traps being occupied) result in the spectral
diffusion. A schematic of the model, showing a slice through
the QD, is shown in Fig. 4.

In the framework of the above model, the instantaneous
emission energy of the dot can be expressed as

E = E0 +
N∑

i=1

�ini, (4)

where ni is 1 if the ith trap is occupied and zero if empty
(
∑

ni = n), and E0 is the emission energy of the dot in
the special case when all traps are empty. Following this
definition, the variance in the emission energy due to the
possible configurations of the n occupied traps is expressed as

var[E] = var

[
N∑

i=1

�ini

]
(5)

=
N∑

i=1

�2
i var[ni] +

∑
i �=j

�i�j cov[ni,nj ], (6)

which can be easily related to the spectral diffusion-limited
emission linewidth such that �SD = 2

√
2 ln2 var[E], wherein

the assumption is made that the spectral diffusion effect leads
to a single Gaussian peak. In effect here we are modeling
spectral diffusion as the selection of n balls from an urn
containing N different colored balls (with each color uniquely
identifying a trap, the selected balls representing the traps that
become occupied, and the number of selected balls relating
to the excitation power). The statistics of such a situation are
dictated by the multivariate hypergeometric distribution, for
which the variance and covariance of the occupations of each

distinguishable trap can be expressed as [44]

var[ni] = n
(N − n)

(N − 1)

1

N

(
1 − 1

N

)
, (7)

cov[ni,nj ] = −n
1

N2

(N − n)

(N − 1)
. (8)

Upon inserting these relations into Eq. (6), the energy variance
can be obtained as a function of the number of excited charges:

var[E] = n
(N − n)

(N − 1)

⎡
⎣ N∑

i=1

�2
i

N

(
1 − 1

N

)
−

∑
i �=j

�i�j

N2

⎤
⎦. (9)

This can be readily rearranged by collecting together the
coefficients of powers of 1/N such that

var[E] = n
(N − n)

(N − 1)

⎡
⎣ N∑

i=1

�2
i

N
−

(
N∑

i=1

�i

N

)2
⎤
⎦ (10)

= n
(N − n)

(N − 1)
var[�], (11)

where var[�] is the variance in shifts per trapped charge of the
trap distributions, which depends only on the spatial locations
of traps and the exact interaction mechanism with the QD. In
the limit that N � 1, Eq. (11) becomes

var[E] = n

(
1 − n

N

)
var[�], (12)

such that the emission linewidth, �SD, is proportional to
√

n

for small n, and hence is proportional to the square root
of the excitation power under the reasonable assumption
that n ∝ P , in good agreement with the experimental data.
This model, therefore, clearly describes the experimentally
observed power-dependent spectral diffusion-limited broaden-
ing, and we note here again that the model is entirely general
in terms of the spatial distribution of traps, with the maximum
extent of possible broadening for a given distribution being
proportional to

√
var[�].

IV. MONTE CARLO SIMULATIONS AND THE CARRIER
TRAP DENSITY

Next we show that the value of
√

var[�] for a distribution
of traps in the vicinity of a QD is reasonable enough to
explain the experimentally measured values of �SD. To do this,
we perform Monte Carlo simulations on randomly generated
trap distributions as described in the following. The most
common impurity species in nominally undoped III-nitride
structures (particularly those grown by MOCVD) are silicon
and oxygen, easily having densities [40,45] of order ρ ∼
1 × 1018 cm−3 (Si) and ρ ∼ 1 × 1019 cm−3 (O), respectively
(equivalent to approximately one atom per 10 000 and one
atom per 1000 in the host crystal). There has been much debate
in the literature on the exact formation processes of such
defects/dopants, particularly with regard to the trap depths.
For example, Si has been shown to act as a shallow donor
in AlxGa1−xN across almost all of the composition range,
whereas O undergoes a change to a deep-level trap (DX) for
x � 0.27 with an optical ionization energy of ∼1.3 eV [40,46].
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FIG. 5. (Color online) Monte Carlo simulation results showing
the dependence of the degree of spectral diffusion on the fraction of
occupied traps. The red lines show the expected

√
n dependence. The

inset shows calculated electron (blue) and hole (red) ground-state
density functions 〈�e,h|�e,h〉 for a simulated QD, in this case giving
a dipole moment of ∼0.4e nm. The simulations show that typical
trap densities (ρ = 1018−1019 cm−3) can explain the experimentally
observed linewidth broadening. It can also be seen that densities larger
than ρ = 1017 are required to adequately explain the measured range
of data.

These DX centers are likely to be acceptorlike complexes with
cation vacancy centers (VIII) in the crystal [41,47], which
have also been shown to reach similarly high densities in
III-nitrides [48,49]. For simplicity, we assume distributions
of generic traps for our simulations, and we ignore the specific
effects of surface trapped charges as a first approximation, as
the spectral diffusion will be dominated by energy shifts due to
the ionization of traps in the body of the nanowire that are close
to the dot. We note that it is not necessary to specifically treat
a quantum-well-like “wetting layer” that forms during the QD
growth [30], as its binary nature suggests a lack of potential
fluctuation-related charge traps, and its location ensures that
charges trapped specifically in the well will interact relatively
weakly with the QD exciton dipole moment.

For simplicity, the trapping of an electron in the ith trap is
modeled to induce an electric field at the center of the dot, Fi ,
and hence an energy shift in the QD emission energy of �i =
μ · Fi , where μ is the exciton dipole moment and is given by
μ = 〈�h|ẑ|�h〉 − 〈�e|ẑ|�e〉. Here �e,h are the wave functions
of the ground-state electron and hole, respectively, which are
evaluated with eight-band k · p theory using the NEXTNANO

device simulation software [50] to estimate a dipole moment
of μ ∼ 0.4e nm for a hexagonal disk shaped GaN/Al0.8Ga0.2N
QD emitting at about 4.15 eV (see the inset in Fig. 5). It is also
assumed that the magnitude of Fi is given by q/4πε|ri |2,

where ri is the vector between the ith trap and the center of
the dot.

To perform the Monte Carlo simulations, a random distri-
bution of N charge traps is created around the dot (conforming
to the nanowire geometry), of which a fraction n/N are
randomly selected for occupation. The calculated distribution
of perturbed energies (after 10 000 simulations) for a given
value of n/N is then used to calculate the linewidth for that
corresponding distribution of charge traps, and we average the
calculated linewidths over 1000 iterations of the calculation
(i.e., 1000 random distributions of traps) in order to average
out the effects of trap position. In Fig. 5 we present the
calculated spectral diffusion-induced linewidth as a function
of the fraction of occupied traps for several trap densities.
It is clear from the figure that typical trap densities in III-
nitrides (particularly ρ = 1018−1019 cm−3) can easily explain
power-dependent emission linewidths ranging from 100 s of
μeV to a few meV, in good agreement with the experiment,
and the simulation suggests that typically a few percent of the
traps are occupied at any one time at the low powers used in
our experiment. This average occupancy, however, is largely
dependent on the number of trap states. For completeness, it is
worth discussing that such a trivial model would predict a peak
�SD at n/N = 0.5, and that any further increase in excitation
power would result in linewidth narrowing. Although our
experimental conditions are far from those required to measure
such a situation, the existence of a peak value for a given
trap distribution can be used to rather crudely estimate the
minimum density of traps in the nanowires under investigation,
which we calculate to be of order 1017 cm−3.

V. DISCUSSION

Next we briefly address the offset term from the linewidth
data (∼300 μeV), which is important as it shows that fluctu-
ations in the QD environment occur even under zero optical
excitation. There could be several possible origins for these
fluctuations, such as thermal fluctuations in the occupancies
of shallow Si dopants, or indeed residual charge migration of
charge, which does not have enough energy to reenter oxygen
defects (a phenomenon that has been shown to result in a
persistent photocurrent in bulk AlGaN [40]). The existence
of this offset imposes another limit on the degree to which
spectral diffusion can be suppressed in III-nitride nanowire
QDs. It may be possible, however, via extreme cooling to mK
temperatures, to freeze out such fluctuations and achieve much
narrower linewidths.

We note that, as very recently pointed out by Marquardt
et al. [51], the variations in exact trap distributions from device
to device will also result in slightly different emission energies
between dots, even if the dots themselves have exactly the same
structure. Therefore, a huge reduction in the doping densities
is required for the realization of high-quality, uniform arrays
of emitters. Such a reduction in dopant density may preclude
the realization of efficient electrically injected devices.

VI. CONCLUDING REMARKS

Experimental characterization of the emission linewidth
and spectral diffusion dynamics of single-photon-emitting
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site-controlled GaN nanowire quantum dots has been per-
formed using Fourier transform spectroscopy. By reducing
the optical excitation density, the spectral diffusion could be
suppressed and an estimate of the homogeneous linewidth
could be made (135 μeV: consistent with results on self-
assembled GaN QDs in the literature). The spectral diffusion
and its characteristic excitation dependence are explained
through the development of an analytical statistical model, and
it is further shown that carrier trap densities consistent with
donor densities in III-nitrides can explain the observed spectral
diffusion via Monte Carlo analysis. Although the exciton
permanent dipole moment in GaN quantum dots is large, we
have shown that it is possible to suppress the spectral diffusion
effects, and we have also demonstrated the existence of a
zero-excitation spectral diffusion, which will place a limit on
the possibility to generate indistinguishable photons. Reducing
the spectral diffusion effect further in III-nitride quantum
dots will be crucial for the realization of indistinguishable
single-photon sources, which are required for some (though
not all) QIP-related applications. Another possible method to
suppress the effects of the environment would be the inclusion
of nonpolar wurtzite [52] or zinc-blende [53] quantum dots in
the nanowires, which should exhibit smaller permanent dipole
moments.

VII. METHODS

A 266 nm wavelength continuous-wave laser (Nd:YAG
fourth harmonic) is used for optical excitation in the main

experiment, and it is focused at a steep angle onto the nanowire
QDs that are held in a continuous-flow liquid-helium cryostat
at a temperature of 4 K. The emission from individually excited
QDs is collected by a 50× objective lens (NA 0.4) before being
spatially filtered using a confocal pinhole and then passed to
the interferometer and eventually detected on a charge-coupled
device in a spectrometer with a 2400 l mm−1 grating. The
path difference in the interferometer is tuned coarsely on
μm−mm length scales using a micrometer translation stage,
and fine measurements of the interference at each course
step are performed by scanning on nm length scales using a
piezotranslation stage. Additional measurements of the emis-
sion lifetime and the second-order coherence are performed
with a pulsed frequency tripled Ti:sapphire laser (λ = 256 nm,
pulse rate 80 MHz, pulse width ∼200 fs) focused onto the
sample in the same way. The interferometer is bypassed during
such measurements, and a Hanbury-Brown and Twiss setup
consisting of two uv-enhanced photomultiplier tubes and a
50/50 beam splitter at the exit of the spectrometer is used for
the photon counting.
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Grandjean, Phys. Status Solidi C 6, S598 (2009).
[39] S. A. Empedocles and M. G. Bawendi, J. Phys. Chem. B 103,

1826 (1999).

[40] M. D. McCluskey, N. M. Johnson, C. G. Van de Walle, D. P.
Bour, M. Kneissl, and W. Walukiewicz, Phys. Rev. Lett. 80,
4008 (1998).

[41] T. Onuma, S. Chichibu, A. Uedono, T. Sota, P. Cantu, T. M.
Katona, J. F. Keading, S. Keller, U. K. MIshra, S. Nakamura,
and S. P. Denbaars, J. Appl. Phys. 95, 2495 (2004).

[42] R. Calarco, M. Marso, T. Richter, A. I. Aykanat, R. Meijers, A.
von d Hart, T. Stoica, and H. Lüth, Nano Lett. 5, 981 (2005).
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