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Interplay of electron-electron and electron-phonon interactions in the
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We investigate the interplay of the electron-electron and electron-phonon interactions in the electronic structure
of an exotic insulating state in the layered dichalcogenide 17-TaS,, where the charge-density-wave (CDW) order
coexists with a Mott correlation gap. Scanning tunneling microscopy and spectroscopy measurements with high
spatial and energy resolution determine unambiguously the CDW and the Mott gap as 0.20-0.24 eV and 0.32 eV,
respectively, through the real space electron phases measured across the multiply formed energy gaps. An unusual
local reduction of the Mott gap is observed on the defect site, which indicates the renormalization of the on-site
Coulomb interaction by the electron-phonon coupling as predicted by the Hubbard-Holstein model. The Mott-gap
renormalization provides insight into the disorder-induced quasimetallic phases of 17-TaS,.
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I. INTRODUCTION

Metal-insulator transitions in low dimensional condensed
matter systems are driven by various interactions between
relevant degrees of freedom, such as spin, charge, orbital, and
lattice. For example, charge density waves (CDW) [1] and Mott
insulators [2] are paradigmatic examples of electron-phonon
(e-ph) and electron-electron (e-e) couplings, respectively.
These couplings are often entangled to yield exotic states of
electrons as recently discussed for high-temperature super-
conductors [3]. On the other hand, the interplay of e-ph and
e-e couplings has been discussed for a while for the CDW
transition [4] in a layered transition metal dichalcogenide of
17-TaS, [5]. Upon decreasing temperature, it undergoes a
series of transitions from a metallic phase through incom-
mensurate and nearly commensurate CDW to commensurate
(C)-CDW [4]. The ordered CDW superstructures could be
directly observed using scanning tunneling microscopy (STM)
in real space [6,7]. The C-CDW superstructure splits the broad
metallic band into a manifold of narrow subbands but cannot
account for the most important gap opening at the Fermi level
(Er) with one half-filled band left [8]. The insulating gap was
then explained by introducing the on-site Coulomb repulsion,
which is enhanced by the substantial narrowing of the band
width due to the CDW formation [5]. Thus, the multiple gap
structure in this system itself is a hallmark of the interplay
between e-ph and e-e couplings.

However, while this material has been investigated for a
long time, the multiple gap structure is not fully characterized
yet by experiments. The gap structure was investigated by
angle resolved photoemission spectroscopy (ARPES) [9],
inverse ARPES [10], and scanning tunneling spectroscopy
(STS) [7] below the critical temperature (T, ~ 180 K). ARPES
probed only the occupied part of the gap and inverse ARPES
for the empty part did not provide proper energy resolution.
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The previous STS study only focused on the gap at Eg
without any clear information on the multiple gaps. Moreover,
these spectroscopic works reported substantially larger gaps
than those measured by optical and transport measurements
[11-13]. Considering the fact that the multiple gap structure
is crucially important to understand not only the ground state
but also the statically or dynamically excited states with the
anomalous metallic property and the superconductivity of
this system [14-18], the experimental establishment of the
energy gap structure in its ground state is imperative. It is also
important to trace how the Mott or CDW gap changes upon
external perturbations or internal fluctuations in this respect.
Moreover, generally speaking, beyond the gap structure, little
is known about the physical consequences of the coupled e-e
and e-ph interactions in this interesting system.

In this Letter, we report the STS results with substantially
improved resolution, which identifies and quantifies clearly the
multiple gaps. The origins of different gaps are unambiguously
determined by the real space phases of relevant electrons.
Furthermore, we unveil the local reduction of the Mott gap at
the defect site, which is presumably renormalized by the local
variation of the e-ph coupling. This manifests the interplay
of e-ph and e-e couplings within the Hubbard-Holstein model
and has important implications for the emergence of intriguing
metallic C-CDW phases with intrinsic or extrinsic disorders
[17,19].

II. EXPERIMENT

We performed STM and STS measurements with an
ultrahigh vacuum cryogenic STM (Unisoku, Japan) at 78 K.
The real space electron density as a function of energy was
acquired via spatially resolved (SR) differential conductance
(dl/dV) measurements; the normalized tunneling conductance
[(dl/dV)/(I/V)] is proportional to the local density of states
(LDOS) [20]. The lock-in technique with a bias modulation
of Vims = 20 mV, f = 1 kHz was applied to acquire dI/dV.
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17-TaS, single crystals were grown by the chemical vapor
transport method with iodine as a transport agent. The crystals
were cleaved in high vacuum before cooling down.

III. RESULTS AND DISCUSSION

Below the transition temperature of ~180 K, the CDW
forms along-range ordered superstructure [7,9] as shown in the
STM topographic image of Fig. 1(a). Its Fourier transformation
[the inset of Fig. 1(a)] shows strong peaks and their higher
orders with a wavelength of «/Bao ~12.1 A which are rotated
counterclockwise by 13.9° with respect to the 1 x 1 lattice of
17-TaS;. The zoom-in image of Fig. 1(b) shows how the CDW
maxima match with the underlaying Ta lattice. The lattice is
distorted into the unit of 13 Ta atoms with 12 atoms in the
shape of a star of David displaced toward the center atom.

In order to detail the electronic structure of the C-CDW
phase, SR-STS measurements were performed simultaneously
with the topographic imaging of Fig. 1(b). A particular line
scan along the green arrow in Fig. 1(b) is shown in Fig. 2(a) and
a few typical normalized conductance curves in Fig. 2(b) [21].
The opening of the energy gap close to EF is clearly resolved.
A gap size is unambiguously determined by the LDOS peaks
at +0.22 and -0.10 eV as 0.32 eV. They would correspond
to the upper and lower Hubbard states [U(L)HS]. More clear
evidence of the Mott gap will be discussed below. Depending
on samples and tip conditions, the positions of prominent
peaks vary within a few tens of meV [7]. This can be related
with the spatial inhomogeneity of the doping level induced
by intrinsic defects. However, the size of the correlation gap
is consistent with 320 meV and Ef is always closer to the
LHS. In addition to the gap at EF, three other gaplike features
are identified around +-0.30, —0.25, and —0.65 eV (marked by
arrows in Fig. 2), which divide the measured spectra into five
subbands. The correlation gap and the other gaplike features
are all washed away at room temperature as shown in Fig. 2(b)
exhibiting their clear temperature dependence [22].

FIG. 1. (Color online) (a) STM image (tunneling current I, =
100 pA, sample bias V; = +0.2 V and 50 x 50 nm?) of 17-TaS,
at 78 K displaying long-range ordered CDWs. The inset shows its
corresponding 2D Fourier transform. Orange and purple hexagons
[parallelograms in Fig. 1(b)] indicate the first Brillouin zone (unit
cells in real space) of p(+~/13 x +/13)R13.9° C-CDW and 1 x 1

normal states, respectively. (b) STM image (3.5 x 3.5nm? and

30 x 30 pixel) acquired during dI/dV measurements (/, = 100 pA
and Vg = —1.20 V). The superimposed sketches highlight the units
of the CDW.
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FIG. 2. (Color) (a) Normalized dI/dV spectrum acquired along
the green arrow in Fig. 1(b). (b) A collection of 900 normalized dI/dV
(upper part) and raw dI/dV (lower part) spectra over the area shown in
Fig. 1(b). The highlighted spectra (red, orange, green, and black) are
obtained at the marked positions in Fig. 2(a). The black dashed curve
was acquired at 273 K. (c) Previously reported spectra, acquired by
STS [7], ARPES, and tr-ARPES [23] for the C-CDW phase. The red
(blue) triangle indicates the U(L)HS.

The previous spectroscopic results summarized in Fig. 2(c)
consistently indicated the insulating property of the C-CDW
phase of 17-TaS, [7,23]. However, the estimated gap size
ranges from 500 to 600 meV, which is substantially larger
than the present result. This variation can stem largely from
experimental limitations in the energy range or the resolution.
Considering the broad line shape and the limited resolution,
the ARPES results [9,23,24] seem roughly consistent with the
present results for the LHS. The even more limited resolution
and sensitivity are likely to prevent properly identifying the
UHS in the inverse ARPES [10] and time-resolved ARPES
works [23]. The line shape of the very early STS measurement
suggests that it could not resolve the first and the second peak
of filled states in our STS spectra [7]. The suppression of
the spectral intensity near Ep, especially for the LHS peak,
is noticeable in the previous measurement, which is highly
possible for a low conductance tip condition. Furthermore, this
pioneering work did not address the multiple gap structure
discussed in the following. On the other hand the optical
conductivity works measured a much smaller band gap of
100-200 meV [11,13]. If one considers the finite spectral
width of the U(L)HS peak in STS, the present measurement
agrees very well with this measurement, establishing firmly
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the standard for the Mott gap of this material. The quantitative
calculations taking into account of the correlation effect
consistently reproduced the gap size of about 200 meV with
the on-site Coulomb energy of 2—4 eV [25,26].

As mentioned above, in addition to the Mott gap at EF,
we found a few other gaplike features and their distinct
characteristics can be shown clearly through the real space
phase of associated electrons. Since CDW gaps of two-
dimensional (2D) CDW systems usually have the momentum
dependence, momentum-integrated STS spectra often do not
show a clear zero conductance energy gap especially when
the gap is away from Efp, making the identification of CDW
gaps difficult [27]. However, the phase flip of the real space
electron density is expected across any band gap formed by a
periodic lattice distortion [27-31] and thus can be a sign of the
presence of a CDW-induced gap in contrast to the Mott gap.

The CDW gaps in 17-TaS; do not show the zero but
the reduced LDOS intensity. We can attribute the clear dip
features in the spatially averaged spectrum as possible energy
gap positions [indicated by black dots in Fig. 3(a)]. Across
these LDOS dips, the subband onsets can be assigned by
shoulder- or peaklike features [black arrows in Fig. 3(a)]
in spectra. They are most clearly resolved in the spatially
resolved spectra as shown in Fig. 3(a) or Fig. 2(a). In order
to quantify the phase difference across these LDOS dips, for
example, between two states c;; and f;;, we use the normalized
correlation coefficient (NCC) between two corresponding
images, NCC=((at;; — pa)(Bij — 1p))/(0q0p), where p and
o are averages and standard deviations of the images [32].
The spatially averaged STS spectrum in Fig. 3(a) was colored
with the value of NCC obtained, showing how the relative real
space phase changes for different electronic states. One can
confirm that the real space phases at the subband onset across
the presumed gaps are flipped as expected [Fig. 3(b)]. We note
that this quantitative analysis can in principle be affected by
the tunneling junction itself, that is, the tunneling bias and
current condition. However, the phase flips are consistently
observed with a few different tunneling conditions in the STS
measurements as partly shown in Fig. 5(c). Note that the CDW
gap positions in the energy agree well with the previous band
structure calculations [8,33] and the ARPES measurements
[9,24,34]. As a result, we can quantify the gap sizes as 0.22 &
0.02 eV; three CDW gaps, two in the occupied and the other
in the unoccupied states, have a similar size. This manifests
further the common origin of these gaps, the periodic potential
provided by CDW and the lattice distortion. The reported
gap sizes in filled states of 100—150 meV and 100-200 meV
[8,9,24,33,34], respectively, are in reasonable agreement with
the present quantification.

Beyond the distinct character of the Mott and CDW gaps,
the real space electron densities of UHS and LHS show the
clear particle-hole asymmetry; the former is more localized
at the center Ta atom than the latter [Fig. 3(b)]. This wave
function characteristic seems consistent with the STS spectra
where the UHS has a narrower bandwidth (larger spectral peak
intensity) than the LHS. This asymmetry in 17-TaS; has not
been reported so far in this system and its origin is not clear at
this point.

For disordered 17-TaS,, intriguing metallic behaviors were
reported previously [24,35]. This metallic state was explained
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FIG. 3. (Color online) (a) Spatially averaged STS spectrum. The
color scale indicates the normalized correlation coefficient (NCC) as
referenced by the image at +-0.22 eV. The red and blue curves are also
averaged spectra which are acquired in the enhanced and suppressed
region in the LDOS map of the UHS, respectively. The black dots
denote the reductions of the LDOS intensity due to the gap opening.
The black arrows mark the subband onsets (shoulders or peaks) close
to the dips. The green arrows indicate the phase flip between the
onsets. (b) LDOS maps of the states marked with arrows in Fig. 3(a)
on a 3.5 x3.5nm? area. The frame colors of the maps represent their
NCC.

by the screening of the e-e Coulomb interaction through
charge carriers of the discommensurations induced by the
defects. This sounds similar to the nearly commensurate
CDW phase found at higher temperatures. Note that the
effect of disorders on the conductivity of a correlated system
can also be influenced by the aforementioned particle-hole
asymmetry in theory [36]. More importantly, no direct and
clear spectroscopic information is available on how a defect
affects the correlation effect.

As shown in Figs. 4(a) and 4(b), the intrinsic defects do
not destroy the long-range CDW ordering at all but lead
only to a modification of the electronic structure in a single
CDW maximum. There are two kinds of major defects. Their
populations are comparable to each other. They exhibit the
moderately (type A) and the strongly deformed feature (type B)
from pristine CDW clusters [Fig. 4(c)]. The difference between
these two different types are even more clear in their spectra
shown in Fig. 4(d). As expected from the STM image, the type
B defect shows strong modification of the spectra from that of
a pristine CDW cluster, which is manifested by the appearance
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FIG. 4. (Color online) Filled (a) and empty (b) state STM images
(I, =100 pA, V; = F 0.20 eV, and 52 x52 nm?) of the 17-Ta$,
surface with point defects marked by the circles. (c) The enlarged
STM images of two types of defects marked by dashed boxes in
Figs. 4(a) and 4(b). (d) Normalized dI/dV spectra of two different
defect types. The colors of the circles in the STM image and the
spectra indicate their types.

of strong LDOS peaks at £ 0.25 eV. For the understanding of
the spectral modification, we need to characterize the atomic
structure of the defect, which is beyond the scope of the
present work. In contrast, the spectrum of a type-A defect
[a magenta curve in Fig. 4(d)] is very much consistent with
that of a pristine CDW cluster exhibiting only the reduction
of the Mott gap without any additional spectral feature. Our
spatially resolved STS results directly show the difference
of the electronic structure between the type-A defect and
neighboring pristine CDW clusters. We acquired normalized
dI/dV curves cross the defects along the white dashed arrows
in Figs. 5(a) and 5(b). As shown in the LDOS map as a
function of energy and position [Fig. 5(c)], the correlation
gap is reduced from 320 to 180 meV. Especially, the other
gap features driven by CDW reconstruction are preserved at
the center of the defect. This implies that the type-A defect
does not destroy the half-filled condition. Hence, we need the
other factor to explain the renormalization of the correlation
strength.

The local reduction of the Mott gap has never been reported
previously and is sharply contrasting with the known behavior
of dopants in a conventional Mott insulator; the spectral weight
of the U(L)HS is transferred partially to an adjacent gap
state [37]. Since doping generates a metal-insulator transition
and superconductivity in strongly correlated electron systems,
the effect of the dopants has been intensively studied so far
[38]. The recent STS results of electron-doped transition-
metal oxide Mott insulators, known as conventional correlated
systems, exhibit the shoulderlike feature close to UHS without
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FIG. 5. (Color online) Filled (a) and empty (b) state STM images
(I, = 100 pA, V, = 7 0.20 eV and 3.5 x5.5nm?) of type-A defect
on the 17-TaS, surface, marked by the triangles. (¢) Normalized
differential conductance map measured along the white dashed arrow
in Figs. 5(a) and 5(b). The tunneling conditions are /, = 300 pA and
Vs =-0.80 V. (d) Representative normalized dI/dV spectra acquired
at the CDW crests denoted by triangles in Fig. 5(c). The black arrows
indicate the subband splittings which are similar to the pristine CDW
clusters.

a remarkable change of the correlated gap size [39,40].
The spatially localized in-gap state was well reproduced by
theoretical calculations [41].

However, the reduction of the gap size can be explained
by the other aspect of the interplay between e-e and e-ph
couplings within the Hubbard-Hostein model. In this model,
the effective e-e coupling is renormalized by the interaction
between electrons and optical phonons as given by Uy =
U, —28%/wy (wo denotes the optical phonon frequency
and g the e-ph coupling constant) [42]. The previous optical
conductance measurements evidenced the optical phonons at
the relevant energy range of 25 meV, which also exhibit the
temperature-dependent softening [13]. This strongly suggests
that the optical phonons can also be tuned by the local structural
deformations. Our scenario is that the defect-induced local
structural deformation reduces the optical phonon frequency
and in turn leads to the reduced effective interaction Ue. The
reduced U would make the Mott gap smaller and the finite
width of the U(L)HS drives the system marginally metallic as
shown in Fig. 5. This result bears important implications for
the appearance of the quasimetallic behavior in the C-CDW
phase of disordered 17-TaS, [17,19].
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IV. CONCLUSION

In summary, we have demonstrated the interplay between
e-ph and e-e coupling in the electronic structure of the low-
temperature ground state of 17-TaS; using spatially resolved
scanning tunneling spectroscopy. The multiple gap structure
consisting of Mott and CDW gaps, the primary hallmark of
the interplay, is well quantified and its distinct origins are
unambiguously visualized through the real space phases of the
relevant electrons. The defect-induced local reduction of the
Mott gap is revealed and interpreted to reflect the effect of

PHYSICAL REVIEW B 92, 085132 (2015)

the local e-ph interaction within the Hubbard-Holstein model,
which is another hallmark of the interplay.
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