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Spin-orbit coupling (SOC) for d-electron gas can be substantially enriched compared with the sp-electron gas
due to the delicate ordering of the multiple d subbands. Here, we demonstrate the nontrivial Rashba SOC effect at
SrTiO3-based interfaces (LaAlO3/SrTiO3 and LaVO3/SrTiO3) directly related to the Ti 3d subband ordering via
magnetotransport characterizations. Unusual k-cubic Rashba SOC contributed from the dxz/yz states is revealed.
More strikingly, when a gate voltage is swept to tune the band filling, the SOC strength initially increases and
then decreases to form a dome feature, accompanied by an apparent single- to two-carrier transition. These
two concomitant effects strongly indicate that the SOC behavior is largely determined by the Ti 3d subbands
regardless of the overlayer boundary conditions, with the SOC strength peaked at the dxy-dxz/yz crossings due to
the band hybridization effect as predicted. The present findings offer new insights into exploration of oxide-based
quantum phases and spintronic devices.
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I. INTRODUCTION

The Rashba spin-orbit coupling (SOC) at interfaces, a con-
sequence of structure inversion asymmetry, is a key ingredient
in spintronics [1,2]. At conventional semiconductor interfaces
where the conductivity is dominated by sp electrons, usually
only one sp-derived subband is occupied for typical carrier
densities [3], and the SOC strength is largely determined by
the interfacial electric fields, consistent with a simple Rashba
picture [4–6]. However, when the interfacial electrons move in
d bands, the strongly anisotropic nature of the d orbits and the
quantum confinement synergetically result in delicate ordering
of the d subbands [7], and the inter-d-subband interactions
may develop complicated spin-orbit textures [8], thus giving
rise to much richer SOC behaviors than the counterpart
of an sp-electron gas as proposed theoretically [8–12]. In
particular, significant SOC enhancement has been theoretically
predicted at the dxy-dxz/yz crossings due to the strong orbital
hybridization [8–12]. This predicted behavior may enhance
the SOC tunability by delicately manipulating the d multiband
structure and band filling for future spintronic applications.

An archetypical two-dimensional (2D) d-electron system
is formed at the interface between polar LaAlO3 and non-
plolar SrTiO3 (LAO/STO) [13]. Extensive earlier studies
have pointed to the identification that the electrons spatially
confined at the interfaces and accounting for the interfacial
conductivity are those residing in the multiple subbands orig-
inally derived from the Ti 3d orbits [9–12,14–22]. Aside from
LAO/STO, the interfaces of the nonpolar STO in proximity to
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other polar band insulators (e.g., LaGaO3 [23]) or even polar
Mott insulators (e.g., LaVO3 (LVO) [24]) have been revealed
to be conducting as well. These STO-based 2D systems offer a
unique platform for exploring the characteristics of d-electron
SOC. Previous studies did uncover tunability in the SOC at
the LAO/STO interface and STO surface [25–27], but the
reported findings were controversial, with increasing [26,27]
or decreasing [25] spin-orbit splitting upon increasing the
gate voltage (Vg). A direct and complete correlation between
the tunability of the SOC strength and intrinsic d subband
structures remains to be unambiguously established.

In this paper, we demonstrate a definitive verification
of an unconventional SOC effect related to the delicate
Ti 3d subbands via weak antilocalization (WAL) and Hall
characterizations, using the LAO/STO and LVO/STO as two
prototype systems. In response to the sweeping Vg, the strength
of the dominant k-cubic SOC mainly contributed from the
dxz/yz states first increases and then decreases to form a dome
feature, accompanied by an apparent single- to two-carrier
transition. These commonality observations suggest that the
SOC behavior can be mainly attributed to the Ti 3d subband
ordering irrespective of the detailed boundary conditions
defined by the overlayer materials, and the spin splitting
maximum emerges at the dxy-dxz/yz crossing region, where
the SOC is enhanced due to the orbital mixing.

II. EXPERIMENT

High-quality LAO and LVO overlayers were grown on
STO (001) substrates with atomic-layer control as described in
Ref. [18]. Undoped STO(001) single crystals (CrysTec) were
etched using an NH4F-buffered HF solution after ultrasonic
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FIG. 1. (Color online) (a), (b) RHEED oscillations for the LAO
(LVO) overlayers grown on STO substrates. The insets show the
corresponding RHEED patterns and AFM images after growth. The
scale bars in the AFM images are 1 μm and 0.5 μm for the LAO/STO
and LVO/STO, respectively. (c), (d) X-ray diffraction patterns along
the 00L crystal truncation rod for the 5-uc LAO/STO and 10-uc
LVO/STO, respectively.

rinsing in deionized water. The crystals were subsequently
annealed at 1000 ◦C in an oxygen atmosphere to obtain an
atomically flat surface with TiO2 termination. Next, LAO
(LVO) layers were grown on the treated STO substrates using
pulsed laser deposition at 670 ◦C (630 ◦C) with an oxygen
pressure of 1×10−4 mbar (2×10−6 mbar) and a KrF laser. The
LAO (LVO) thickness was monitored in situ by reflection high-
energy electron diffraction (RHEED) intensity oscillations, as
depicted in Figs. 1(a) and 1(b). After growth, the samples
were cooled to room temperature at the same growth oxygen
pressure. The atomic terraces in the atomic force microscopy
(AFM) image [insets of Figs. 1(a) and 1(b)] confirm the
flatness of the LAO (LVO) surface. The superior quality of the
LAO/STO (LVO/STO) heterostructures was further revealed
by high-resolution x-ray diffraction along the 00L crystal
truncation rod [see Figs. 1(c) and 1(d)]. Synchrotron x-ray
measurements of the LAO/STO and LVO/STO samples were
conducted at the Advanced Photon Source.

Standard Hall bars were mechanically patterned on the
LAO/STO and LVO/STO samples, and Al wires were con-
nected to the interfaces using ultrasonic welding. A back-gate
Au electrode was deposited on the STO bottom with STO
serving as the dielectric layer. The thicknesses of the LAO
and LVO overlayers are both 11 unit cells (uc) for the
transport measurements, which were performed in an Oxford
Instruments 4He cryostat at 1.5 K unless otherwise specified.
The magnetic field was applied perpendicular to the sample
plane. Standard low-frequency ac lock-in techniques were
used to measure the longitudinal and Hall resistivity. An
electrometer (Keithley 6514) was connected to the interfaces in
series to measure the Vg-dependent electron densities. Before
that, we measured successfully a standard capacitor adopting
the same method. The Vg was initially ramped to the highest
accessible positive value (210 V) to achieve reversible and
reproducible Vg-dependent transport characteristics [29].

FIG. 2. (Color online) (a), (b) The ρxy as a function of B at
various Vgs for the LAO/STO and LVO/STO, respectively. (c), (d)
The nl , nh, and n as functions of Vg for the LAO/STO and LVO/STO,
respectively. The thicknesses of the LAO and LVO adopted for the
measurements are 11 uc.

III. RESULTS AND DISCUSSION

A. Hall analysis

Figures 2(a) and 2(b) display the Hall resistivity (ρxy)
dependent on the magnetic field (B) at various Vgs. For both
interfaces, a transition from linear to kinked is observed in the
ρxy-B curves when Vg is increased. The critical Vg is about
30 V and 20 V for the LAO/STO and LVO/STO, respectively
(corresponding total electron density of 3.1×1013 cm−2 and
3.6×1013 cm−2, respectively). Such linear-to-kinked transi-
tion has been reported previously [12]. According to the
theoretical studies [8–12], the light dxy subband locates
at the bottom followed by the heavy dxz/yz subbands
[see Fig. 5(b)] due to the quantum confinement [7]. The
observed linear-to-kinked transition in the ρxy-B curves for
both the LAO/STO and LVO/STO suggests ordering of the Ti
3d subbands, and can be attributed to an apparent transition
from one- (dxy) to two-carrier (dxy and dxz/yz) transport
(this picture is not accurate as will be discussed later in
Sec. III C) [12].

Following the route adopted in Ref. [12], we extracted the
electron densities nl and nh from the Hall coefficients near
0 T and 9 T, which roughly reflect the electron density with
higher mobility and the total electron density, respectively. As
shown in Figs. 2(c) and 2(d), nh and nl are nearly identical
initially, and deviate from each other when Vg passes a
critical value [12]. The nh roughly rises with increasing Vg

as expected. However, both nh and nl may decrease at some
certain Vg ranges, which is probably caused by the fact that the
largest accessible magnetic field is only 9 T, not large enough
to make nh reflect the accurate total carrier densities [28].
In order to obtain more accurate total electron density, we
performed charge measurement as a function of Vg [28,29],
and the results are shown in Figs. 2(c) and 2(d). It is clear that
the total electron density (denoted as n thereafter) increases
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monotonically with increasing Vg. The rapid variation of the
n(Vg) curve near Vg = 0 V has also been observed previously
for the LAO/STO [29] and LaTiO3/STO [28], and could be
attributed to the characteristic of the dielectric constant of the
STO substrate. We choose the nh estimated from the Hall data
for the lowest Vg as the absolute value to calibrate n following
previous study [28].

B. WAL analysis

The revealed effective tuning of Ti 3d band filling may lead
to nontrivial SOC effects. The measured relative conductivities
(�σ ) as functions of B at various Vgs are shown in Figs. 3(a)
and 3(b), respectively. Similar behaviors are revealed for both
the LAO/STO and LVO/STO interfaces: At large negative
Vgs, only positive magnetoconductivity is observed, which
can be primarily attributed to weak localization (WL) [30]; as
Vg increases, negative magnetoconductivity starts to emerge
around zero field to form a peak superimposed on the positive
WL magnetoconductivity background, which is a signature of
WAL [30]. The magnetic field where the magnetoconductivity
dip locates is denoted as Bmin.

Next we further validate the WL/WAL attribution in three
points. First, in principle, the WL/WAL corrections can be
significant even when the magnetic field is extended to several
teslas if the mean-free path is short enough. In the WL/WAL
framework, the coherent backscattering takes place when
Ltr < Li (Ltr = �

√
2πn/μ is the mean-free path, μ is the Hall

mobility, and Li is the phase coherence length), resulting in the
quantum corrections to the classical conductivity. An applied
magnetic field B may suppress the coherent backscattering;
however such WL/WAL corrections could still survive at high
magnetic fields if Ltr is short enough, e.g., LB > Ltr (LB =√

�/(eB) is the magnetic length) [31]. These inequalities
are indeed confirmed by the estimated parameters from the
transport results. For the LAO/STO sample at Vg = 0 V, Ltr is
determined to be 7.86 nm. For a field of 9 T, LB = 8.55 nm,
still larger than Ltr. As a cross-check, the WAL fit (details will
be discussed later) yields Li = 58.7 nm, satisfying Ltr < Li .
Similar results have also been found for the LVO/STO sample.

Second, a simple two-carrier model [32,33] fails to
explain the magnetoresistivities [ρxx(B)] of the LAO/STO
and LVO/STO systems both qualitatively and quantitatively.
Qualitatively, as shown in Fig. 3(c), the fittings adopting the
two-carrier model deviate substantially from the experimental
data, especially at high fields. In addition, the parameters
obtained from the fittings are quantitatively unreasonable.
For example, the total density given by such two-carrier
fittings would be ∼1011 cm−2 for the LAO/STO (LVO/STO)
at Vg = 0 V, which is two orders of magnitude lower than that
(∼1013 cm−2) obtained more reliably from the Hall and charge
measurements.

Third and more importantly, we have performed magne-
totransport measurements for another LVO/STO sample at
different temperatures. The results are shown in Fig. 3(d).
Indeed, as the temperature increases, both the negative magne-
toconductivity at low fields and positive magnetoconductivity
at high fields quickly vanish, as expected within the WAL/WL
picture due to the quickly decreasing phase coherence length
at increasing temperatures [30]. Therefore the WL/WAL

FIG. 3. (Color online) (a), (b) The relative conductivity �σ =
σ (B) − σ (0) in units of e2/πh (e is the unit charge and h the Planck
constant) as a function of B at various Vgs for the LAO/STO and
LVO/STO, respectively. (c) The magnetoresistivity ρxx with fittings
adopting the two-carrier model for the LAO/STO at Vg = 0 V. (d)
�σ for another LVO/STO sample at various temperatures. (e), (f)
�σ and the fitting curves by adopting the ILP model at various r =
Bso1/Bso3 for the LAO/STO (Vg = −20 V) and LVO/STO (Vg = 0 V),
respectively. (g), (h) �σ with the B2 magnetoresistivity background
subtracted at various Vgs and the fitting curves with only the k-cubic
term taken into account for the LAO/STO and LVO/STO, respectively.
The thicknesses of the LAO and LVO adopted for the measurements
are 11 uc.

attribution is validated by the above comprehensive analysis,
and an electronically tuned WL-WAL transition is demon-
strated for both the LAO/STO and LVO/STO.

When Vg further increases, the positive magnetoconductiv-
ity background turns to a negative one [26] [see Figs. 3(a)
and 3(b)]. This negative background originates from B2

magnetoresistivity primarily caused by the classical Lorentz
force [27,32]. To better illustrate the WL/WAL quantum cor-
rections, it is justifiable to subtract this classical background, as
adopted previously for various WL/WAL systems [27,34–36].

075309-3



LIANG, CHENG, WEI, LUO, YU, ZENG, AND ZHANG PHYSICAL REVIEW B 92, 075309 (2015)

The results are shown in Figs. 3(g) and 3(h). It is clear that
Bmin increases initially and then drops as the Vg is swept
from negative to positive. Since Bmin signifies the critical
magnetic field where the WAL is overwhelmed mainly by the
WL, its magnitude roughly reflects the SOC strength and has
been shown to be proportional to the characteristic magnetic
field for the SOC (Bso) [4,6,37]. Therefore the WAL results
demonstrate unambiguously an unconventional Rashba SOC
at the STO-based interfaces, whose magnitude can be tuned
effectively to show a dome feature.

There are two widely used WL/WAL theoretical models
developed by Hikami, Larkin, and Nagaoka (HLN) [38] and by
Iordanskii, Lyanda-Geller, and Pikus (ILP) [39], respectively.
The former is based on the Elliott-Yafet (EY) [40,41] spin-flip
scattering mechanism and incorporates only the k-cubic SOC,
whereas the latter is based on the Dyakonov-Perel (DP) [42]
spin precession mechanism and takes both the k-linear and
k-cubic SOC into account. Although the original WL/WAL
theory considered only a single conduction band, it has
been demonstrated that the single-band WL/WAL theory is
also valid for multiband systems with an arbitrarily complex
Fermi surface using the HLN model as an example, and
the extracted characteristic parameters are averaged over
the electronic states of all the bands around the Fermi
level (EF ) [43]. Following this important development, the
single-band WL/WAL picture has been successfully applied to
many multiband systems [44–46]. Since the SOC in both the
HLN and ILP models can be eventually characterized by the
spin relaxation times quantitatively, the effective single-band
picture should also be applicable for the ILP model. Moreover,
when only the k-cubic SOC is present, the formula of the ILP
model can be reduced to that of the HLN model [39,47]. Here
we fitted the WAL results by adopting the ILP model (see more
details in the Supplemental Material (SM) [48]), which allows
us to make direct connections between the SOC and the band
structures, since the SOC of different d subbands may possess
different k dependence [9,10].

In order to determine the separated contributions from the
linear and cubic Rashba effect, we fitted the WAL data using
r = Bso1/Bso3 as a tuning parameter [6,27], where Bso1 (Bso3)
is the characteristic field for k-linear (k-cubic) SOC. The fitting
results for the LAO/STO at Vg = −20 V and LVO/STO at
Vg = 0 V are shown in Figs. 3(e) and 3(f), and share the
same features: When only the k-linear contribution (r = ∞)
or both the k-linear and k-cubic contributions (0 < r < ∞)
are taken into account, the fitting curves deviate from the
experimental results substantially; on the other hand, excellent
agreement is achieved when only the k-cubic contribution
(r = 0) is considered. Furthermore, the k-cubic contribution
also dominates from the fitting for all the adopted Vgs with
WAL features, as shown in Figs. 3(g) and 3(h). Consequently,
we conclude that only the k-cubic SOC is present at the
LAO/STO and LVO/STO interfaces. The fitting parameter Bso3

will be denoted as Bso thereafter. The excellent fittings also
suggest that other contributions, e.g., Coulomb interactions,
are negligible.

Relying on the equivalence of the HLN and ILP models
when only the k-cubic SOC is present, the HLN model has
also been practically adopted to analyze the Rashba SOC in
many two-dimensional systems [49,50], although the Rashba

FIG. 4. (Color online) (a), (b) The inelastic scattering character-
istic field Bi , the k-cubic SOC characteristic field Bso, and Bmin/4 as
functions of Vg for the LAO/STO and LVO/STO, respectively. (c),
(d) The phase coherence length Li , the spin relaxation length Lso,
and the ratio of Li/Lso as functions of Vg for the LAO/STO and
LVO/STO, respectively. (e), (f) The inelastic relaxation time τi , the
spin relaxation time τso, and the ratio of τi/τso as functions of Vg for
the LAO/STO and LVO/STO, respectively. The thicknesses of the
LAO and LVO are 11 uc.

SOC is generally related to the DP spin precession mechanism.
Here we also analyze the data using the HLN model [48], and
the results reproduce that from the ILP fittings with r = 0.

The fitting parameters Bso and Bi (the characteristic field for
inelastic scattering) are directly obtained from the fittings, as
shown in Figs. 4(a) and 4(b). The phase coherence length (Li)
and spin relaxation length (Lso) are derived from the relation
Li,so = √

�/(4eBi,so). In the effective single-band WL/WAL
picture, it is justifiable to adopt an average effective mass m

and use the total electron density n (the effective Fermi wave
vector) to further derive other parameters [43,46]. The inelastic
relaxation time (τi) and spin relaxation time (τso) are extracted
from the relations τi,so = L2

i,so/D, D = v2
F τtr/2, vF = �kF /m,

and kF = √
2πn, where D denotes the diffusion constant, τtr

the transport scattering time, vF the Fermi velocity, and kF the
Fermi wave vector. The m is assumed to be 1.5me [51] (me

is the electron rest mass), and τtr is estimated from the Hall
mobility, which increases monotonically with increasing Vg.
The Bi,so, τi,so,tr, τi/τso, Li,so, and Li/Lso for the LAO/STO
and LVO/STO interfaces as functions of Vg are plotted in
Fig. 4. The obtained Bso is indeed proportional to Bmin with
Bso ∼ Bmin/4 [4,37]. The dependencies of Bso, Lso, Li/Lso,
τso, and τi/τso on Vg show nonmonotonic behaviors: The Bso,
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FIG. 5. (Color online) (a) The spin splitting � and k-cubic
Rashba coefficient α3 as functions of the electron density n for
the 11-uc LAO/STO and 11-uc LVO/STO. (b) The band structure
schematic of the STO-based interfaces only considering the lowest
dxy and dxz/yz subbands with SOC.

Li/Lso, and τi/τso increase first and then drop with increasing
Vg, while Lso and τso behave the other way around. Therefore
the quantitative ILP fittings confirm that the SOC strength at
both the LAO/STO and LVO/STO interfaces can be tuned by
Vg to show a dome feature, consistent with the Bmin behavior.

The spin splitting energy � and k-cubic Rashba coefficient
α3 can be eventually obtained from the relations � = ��3 =
α3k

3
F and τ−1

so = 2�2
3τtr, where �3 is the k-cubic Rashba term.

The dependencies of � and α3 on n are shown in Fig. 5(a)
for both the LAO/STO and LVO/STO. As n increases, both
� and α3 first increase and then decrease after a critical
n. The � peaks at n = 3.3×1013 cm−2 (Vg = 40 V) and
n = 3.9×1013 cm−2 (Vg = 40 V) for the LAO and LVO,
respectively. These values are close to the n (Vg) signifying
the apparent single- to two-carrier transition, suggesting strong
connection between the two effects as will be discussed later.

Strictly speaking, the ILP theory is valid only in the
diffusive regime (B < Btr, where Btr is the characteristic field
for transport scattering). Here wider B intervals at high positive
Vgs to include Bmin are taken into account to achieve better
fitting results, following Refs. [52] and [53]. On the other
hand, we emphasize again that the nonmonotonic dependence
of the SOC strength (Bmin as a rough estimation) on the Vg

is directly revealed [see Figs. 3(g) and 3(h) and Figs. 4(a)
and 4(b)], irrespective of the fitting. It is also noted that m is
assumed to be 1.5me to derive τso and �. This value is between
the two effective masses (0.9me and 2.0me) estimated from
multiband quantum oscillations [22], and reasonably reflects
the average effective mass within a single-band picture of the
present multiband systems. In addition, the effective mass of
the dxz/yz subbands actually increases from the bottom with
increasing EF [8–12], leading to an increase of the average
effective mass m. Nevertheless, the evolution in m does not
change the nonmonotonic dependence of the SOC strength on
n. According to the equations listed earlier, the increase of
m only makes τso (� and α3) rise (fall) more rapidly with n

after reaching the minimum (maximum). Therefore from the
above qualitative and quantitative analyses, we demonstrate
that when Vg is varied, the SOC strength shows nonmonotonic
dependence accompanied by an apparent single- to two-carrier
transition. The two concomitant effects are independent on the
overlayers (band insulator LAO or Mott insulator LVO). This
observation further supports that the mobile carriers at the

interfaces primarily reside in the subbands derived from the Ti
3d orbits, which is consistent with the electron reconstruction
picture [14,24].

C. Nontrivial SOC mechanism

Next we discuss the mechanism leading to such nontrivial
SOC at the STO-based interfaces. The standard Rashba
mechanism dictates that the SOC strength is proportional to
the interfacial electric field [4–6]. This simple picture however
fails to explain the observed nonmonotonic dependence of
SOC strength on Vg, since the interfacial electric field
should change monotonically with the sweeping Vg for such
single heterostructures. It is noted that for STO-based 2D
electron systems, the conduction bands consist of multiple
3d subbands, and the bottom dxy and dxz/yz subbands with
different effective masses may cross each other [8–12].
Recently, the first-principles calculations and tight-binding
analysis predicted that although relatively weak in both the
dxy and dxz/yz subbands, the SOC is substantially enhanced at
the dxy-dxz/yz crossing region [8–12], where the orbital mixing
induces significant local orbital angular momentum [8]. This
multiorbital effect can perfectly explain the observed dome
feature in the band filling dependence of � and other physical
parameters that rely on the SOC strength.

This mechanism is further supported by the observed
apparent single- to two-carrier transition when Vg is swept as
discussed earlier. This transition seems to indicate that the EF

crosses only the bottom dxy subband at lower electron density
and then is tuned to enter both the dxy and dxz/yz subbands
at higher electron density. However this picture is not valid:
Tight-binding modeling found that the SOC is k linear for the
dxy subband and k cubic for the dxz/yz subbands due to the
different symmetry of the dxy and dxz/yz orbits [9,10], while
our experiments only reveal k-cubic SOC before and after
the transition. Therefore the observed prevailing k-cubic SOC
suggests that the dxz/yz electrons dominate the SOC effect and
the contribution from the dxy electrons is negligible.

On the other hand, theoretical studies revealed that the
SOC will modify the band structure substantially to develop
a tail with light mass at the bottom of the heavy dxz/yz

subbands [8–12]. This provides a comprehensive scenario for
both the apparent one- to two-carrier transition and nontrivial
SOC behaviors, as depicted in Fig. 5(b): At low band filling,
EF crosses the dxy subband and the light-mass tail of the dxz/yz

subbands. Since the effective masses and mobilities of the dxy

subband and the tail of the dxz/yz subbands are both compara-
ble, their combined Hall effect behaves as a single-carrier type
as observed [12]. When EF is lifted by tuning Vg, the mass
of the dxz/yz subbands is getting heavy, and the two-carrier
feature can now be distinguished. In accordance, the SOC
mainly contributed from the dxz/yz electrons increases initially
with increasing EF , reaching maximum at the dxy-dxz/yz

crossing points, and then decrease with further increasing EF .
The above discussions are restricted to the Vg region where
the WAL is observed. For relatively large negative Vgs
without the WAL feature, EF may cross solely the dxy subband.

It is noted that the two critical Vgs (ns) signifying the single-
to two-carrier transition and the SOC strength peak are close in
value as revealed earlier, consistent with previous theoretical
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prediction that the dxy-dxz/yz crossings are close in energy to
the light-heavy transition region in the dxz/yz subbands [12].
Besides, the previous controversial observations of the SOC
strength dependent on Vg [25–27] can now be readily under-
stood from the fact that they possess different electron density
regions.

It is interesting to see that the domelike n dependence
of the SOC strength almost resembles the dependence of
the transition temperature of the superconductivity at the
LAO/STO interfaces [12,29], suggesting that the superconduc-
tivity is unconventional and can be substantially manipulated
by tuning the SOC strength [54]. Moreover, the demonstration
of the SOC sensitive to the d-band structure for 2D d-electron
systems may also open a door to explore oxide-based novel
topologic phases [55,56]. On the other hand, the spin splittings
for these STO-based electronic systems are comparable to
that of conventional semiconductor electron systems, which
also offer alternative platform to realize spintronic effects and
devices, for example, the enhanced spin Hall effect due to the
k-cubic SOC [57].

IV. CONCLUSION

In conclusion, we have established a direct relation between
the unconventional Rashba SOC and the Ti 3d subband
ordering for two STO-based 2D d-electron systems, i.e.,
LAO/STO and LVO/STO. The k-cubic Rashba effect orig-
inated from the dxz/yz states is revealed from the WAL

analysis. Moreover, when Vg is swept, the SOC strength
initially increases and then decreases to form a dome feature.
Meanwhile, an apparent single- to two-carrier transition in
response to varying Vg is also discovered from the Hall
measurement, evidencing ordering of the Ti 3d subbands. Such
universal observations regardless of the boundary conditions
strongly indicate that the nontrivial SOC is largely determined
by the Ti 3d band structure, and the maximal spin splitting
develops at the dxy-dxz/yz crossing region as predicted, where
the SOC is substantially enhanced by the band hybridization.
The present findings offer new opportunities to explore oxide-
based nontrivial quantum phases and spintronic devices.
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[2] I. Žutić, J. Fabian, and S. Das Sarma, Rev. Mod. Phys. 76, 323

(2004).
[3] R. Winkler, Spin-Orbit Coupling Effects in Two-Dimensional

Electron and Hole Systems (Springer-Verlag, Berlin, 2003).
[4] G. L. Chen, J. Han, T. T. Huang, S. Datta, and D. B. Janes,

Phys. Rev. B 47, 4084 (1993).
[5] T. Koga, J. Nitta, T. Akazaki, and H. Takayanagi, Phys. Rev.

Lett. 89, 046801 (2002).
[6] R. Moriya, K. Sawano, Y. Hoshi, S. Masubuchi, Y. Shiraki, A.

Wild, C. Neumann, G. Abstreiter, D. Bougeard, T. Koga, and T.
Machida, Phys. Rev. Lett. 113, 086601 (2014).

[7] A. F. Santander-Syro, O. Copie, T. Kondo, F. Fortuna, S. Pailhès,
R. Weht, X. G. Qiu, F. Bertran, A. Nicolaou, A. Taleb-Ibrahimi,
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