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Single-photon level study of microwave properties of lithium niobate at millikelvin temperatures
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The properties of doped and natural impurities in lithium niobate single crystals are studied using the whispering
gallery mode method at low temperatures as a function of magnetic field. The study reveals considerable coupling
of microwave photon modes to the Fe3+ spin ensemble in iron-doped and nondoped crystals. The S = 5/2 structure
of the Fe3+ impurities demonstrates zero field splittings of 11.21 and 20.96 GHz, a significant asymmetry of
the Zeeman lines, and additional lines with anomalous g factors of 1.37 and 3.95. Also, interactions between
different transitions of the Fe3+ ion are observed. An additional ion impurity ensemble with a splitting of about
1.7 GHz is shown to couple to the dominating Fe3+ spins, and the effect on the Q factors of the microwave
photon modes due to the Fe3+ ion ensemble is also demonstrated. Measurements down to less than one photon
level are made, with a loss tangent of order 10−5 determined.
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Quantum system technology is a rapidly growing field that
promises a new generation of sensing, computing, and data
transfer. For the last couple of decades, a variety of approaches
to quantum technology has been developed, including super-
conducting qubits, trapped ions, ions in solids, optomechanics,
etc. All of these directions have their advantages and disad-
vantages. As a result, the concept of a hybrid quantum system
(HQS) has been proposed and developed [1]. The concept of
an HQS is not only supposed to overcome disadvantages of
standalone quantum technologies, but also to couple them into
a single network. An example of this is microwave-to-optical
conversion with quantum efficiency [2–4] that may be used to
unify spatially separated superconducting quantum processing
units into a whole network via optical links. More generally, for
perspective quantum devices, the problem of the combination
of optical and microwave subsystems is important at the
current stage of technology development.

The discussed optical-microwave coupling may be con-
structed using mechanical devices coupled simultaneously to
optical and microwave cavities [5,6], with a spin ensemble
exhibiting both microwave and optical transitions [1,7,8], with
media consisting of nontrivial properties in the two parts
of the spectrum or with some dielectric phenomena, e.g.,
the electro-optic effect [9]. The success or failure of any
of these approaches depends considerably on the material
properties determining whether or not the system photons
have enough time to interact before being lost or dephased.
Thus, it is vital to understand the microwave and optical
properties of perspective materials at low temperatures and low
excitation levels. The latter condition is shown to be important
for ultrahigh quality dielectric materials where losses are
determined by microwave photons interacting with impurity
paramagnetic spin ensembles [10,11]. These unavoidable ion
ensembles with concentrations as low as parts per 109 (ppb)
introduce the power dependence of the loss rate such that low
excitation level experiments demonstrate lower quality factors.
On the other hand, intrinsic spin ensembles themselves may
be used as a part of an HQS. To investigate this possibility,
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the spin-photon interaction properties have to be characterized
under the same conditions.

The double frequency band nature of the problem requires
the use of materials that demonstrate equally good properties
in optical and microwave domains at low temperatures,
although usually there is a lack of information about the
microwave properties of the optical materials and vice versa.
This happens because the typical working solutions in one
field demonstrate considerable disadvantages in another and
thus do not suit the combined system. To cover this gap
between the two kingdoms, we investigate a known material
with recognized nontrivial optical properties, namely, lithium
niobate (LiNbO3) [12], in the microwave frequency range
and at millikelvin temperatures. Lithium niobate is a popular
crystal with a large dielectric constant (up to 85, depending
on the direction) and an electro-optic coefficient (up to
33 pm/V) used for various optical applications, including
optical modulation, optical waveguides, and high-Q microdisk
resonators [13,14] exhibiting nonlinear phenomena [15] in-
cluding attempts to create microwave-to-optics conversions
with a quantum level efficiency [2]. On the other hand,
despite some work [16–20], the mechanical, microwave, and
optical properties of this material at low temperatures and low
excitation levels still need to be studied in detail.

In this Rapid Communication, the microwave properties of
LiNbO3 single crystals are studied using the whispering gallery
mode (WGM) approach. This approach has been demonstrated
to provide very accurate data for the dielectric properties
of low loss materials [21] and ultrasensitive spectroscopy of
naturally occurring [22–25] and doped [25–27] ion impurities.
Depending on material losses, this technique can detect ion
ensembles with concentrations down to a few ppb at multiple
frequencies in the X and Ku bands (5–25 GHz). Additionally,
WGMs are a nice tool to observe various nonlinear phenomena
related to dielectrics and spin ensembles, such as four-wave
mixing and masing [28,29]. The advantages of the WGM
technique are a high filling factor (due to the fact that
the microwave cavity is simultaneously a host for the spin
ensemble) and high quality factors. The obtained results may
be used to decide on whether a particular spin ensemble may
be used for quantum electrodynamics (QED) experiments and
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what spectrum regions have to be avoided to minimize photon
losses due to two-level system absorption.

The experiments are performed with two cylindrical single
crystals: undoped LiNbO3 and iron-doped LiNbO3 (Fe2+,Fe3+

ions with 0.005 wt %), with the c axis of the crystal aligned
with the z axis of the cylinder (the crystal exhibits biaxial
anisotropy). Both crystals are 15 mm long and 15 mm in
diameter with a 1 mm hole in the center for the metallic support
structure. Crystals are enclosed in a closed oxygen-free copper
structure with two straight probe coupling antennas. The whole
system is placed in the center of a 7 T superconducting
magnet and thermally grounded to a 20 mK stage of a dilution
cryogenerator. The spectroscopy is performed via a network
analysis with the room temperature signal attenuated by a
series of cryogenic attenuators (−40 dB at different cryocooler
stages). The output signal passes through low noise amplifiers
both at 4 K and at room temperature. The cavity and the
cryogenic amplifier are separated by a millikelvin circulator
to prevent the back action noise from the 4 K stage of the
amplifier. The setup is similar to previous QED experiments
with WGM and other microwave cavities [24,30].

Resonance frequencies of the WGMs of cylindrical crystals
are set by the cavity dimensions and the dielectric and magnetic
properties of the material. In the case of paramagnetic spin
ensemble impurities within the crystal, the external magnetic
field changes the energy level splitting due to the Zeeman
effect. When the splitting frequency coincides with the reso-
nance frequency of one of the system WGMs, the latter exhibits
some frequency and linewidth deviation. So, in order to reveal
the ion spin level structure, we construct a map of interactions
where each point represents an interaction frequency and the
corresponding magnetic fields. The interaction maps for the
doped and undoped lithium niobate are shown in Figs. 1 and 2,
correspondingly.
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FIG. 1. (Color online) Spectroscopy results for the Fe:LiNbO3

crystal. Point objects mark experimentally observed points of in-
teraction. The lines demonstrate their interpretation in terms of the
Zeeman tuning of transitions in ion ensembles.
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FIG. 2. (Color online) Spectroscopy results for the undoped
LiNbO3 crystal. Lines are fits for the Fe:LiNbO3 crystal,

The experimental data shown in Fig. 1 reveal a zero field
splitting (ZFS) structure (ZFS1 and ZFS2) with Zeeman lines
(1)–(5) that may be interpreted as the transition structure
between energy levels of Fe3+ ions [31,32]. Here, line (5) is a
two-photon transition (�Sm = 2) with a g factor twice of that
of line (2). By fitting two ZFSs (11.21 and 20.96 GHz), one
finds the spin parameter D = 5.33 GHz that approximately
corresponds to that predicted before [32].

Despite the good agreement of the ZFS parameters with
previous results, the spin ensemble also demonstrates a
few distinct features that have not been observed at higher
temperatures. First, the g factors for the Zeeman lines with
positive and negative directions have different sign corrections
to the electron g factor in vacuum, making the splitting slightly
asymmetric. This property has been also observed for natural
impurities in quartz [23]. Second, besides two Zeeman lines
(2) and (5) representing the expected one- and two-photon
transitions, the map of interactions demonstrates the existence
of two more lines with the same ZFS [lines (6) and (7)].
Since the ratio of the g factors of these lines is two, they
represent one- and two-photon transitions of the same ion
energy splitting. On the other hand, their values (1.37 and 3.95)
are significantly different from the multiples of the vacuum
electron spin g factor that is unusual for iron group ions in
crystals. The origin of these Zeeman lines cannot be explained
by the traditional spin Hamiltonian of Fe3+ ions in solids.
Third, Zeeman lines (8)–(10) with ZFSs of 1.85 and 22.54 GHz
do not correspond to any transition of the Fe3+ S = 5/2
structure and are most likely another spin ensemble. It can
be noted that line (10) is related to line (4) by a similar amount
(1.85 GHz) of zero field frequency shift as line (9) to line (3)
(1.55 GHz) also corresponding to the ZFS of line (8). This
might be explained by the coupling of the Fe3+ to some other
ion species with a corresponding ZFS. A similar phenomenon

060406-2



RAPID COMMUNICATIONS

SINGLE-PHOTON LEVEL STUDY OF MICROWAVE . . . PHYSICAL REVIEW B 92, 060406(R) (2015)

(b)

(a)

FIG. 3. (Color online) (a) Q factors of WGMs used for impurity
spectroscopy. (b) Mode shapes of two WGMs measured at less than
one stored photon.

for Fe3+ and V2+ has been proposed to explain the extra
hyperfine structure in sapphire [22]. The presence of other
iron group ions such as Cr3+ [33], Mn2+ [34], and Cu2+ [35]
in LiNbO3 at room temperature have been studied at room
temperature. On the other hand, iron ions themselves can come
with different site centers, giving rise to much smaller crystal
field parameters: b0

2 = 1.5 and 2.1 GHz [31] and b0
2 = 0.46

and 0.6 GHz [36].
Spectroscopy results for the undoped crystal clearly demon-

strated only two transition lines (Fig. 1). These transitions
correspond to lines (1) and (4) of the doped crystal. This fact
demonstrates some natural abundance of iron in LiNbO3.

The relation between paramagnetic impurities and mi-
crowave losses is well known [10,11]. This relation may
be observed via the quality factors of microwave WGMs.
Figure 3(a) displays Q factors for WGMs for both doped
and undoped crystals over the available frequency band. The
plot shows that losses in the doped sample are about an order
of magnitude higher than in the undoped crystal. The other
important detail is the relation between the first ZFS and
the observed spectrum: The mode density drops significantly
immediately above ZFS1, making a gap in the mode spectrum.
Measurements of the cavity transmission as a function of
the driving power demonstrated no clear dependence on the
number of stored cavity photons. Figure 3(b) demonstrates the
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FIG. 4. (Color online) Frequency response of doped and un-
doped crystals as a function of external magnetic field B0 in close
proximity between spin transitions (1) and (4).

cavity transmission near two WGMs measured with less than
one stored photon on average [10].

Another important feature of Fe3+ ions in lithium niobite
is the strong influence of different transitions on each other.
This property can be important for QED type experiments. In
previous experiments with low doped crystals [22–25], each
interaction is well approximated by an avoided level crossing
(ALC) between an ensemble of a two-level system (TLS) and
a harmonic oscillator (HO). For the iron ensemble in lithium
niobite, the situation is different, as depicted in Fig. 4, where
interaction lines (1) and (4) display intercoupling resulting
in ALC suppression. This situation can be modeled by a
cavity mode a†a interacting with two TLS ensembles with
non-negligible intercoupling:

H = ωca
†a +

∑

i

[
ωa1σ

z
1i + ωa2σ

z
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FIG. 5. (Color online) Modeling of the cavity mode interaction
with two ion transitions corresponding to λ = 0 of different ions, and
λ �= 0 of the same ion.
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where σ+
ni , σ+

ni , and σ+
ni are the usual spin operators for the nth

transition of the ith ion, and λ is the intertransition coupling.
The frequency response of this system including its couplings
to the environment is simulated using QUTIP [37,38]. The result
shown in Fig. 5 displays the cavity occupation number as a
function of the pump frequency and external magnetic field in
two cases: independent ion transitions (λ = 0) and the same
ion transitions (λ �= 0). The simulation clearly demonstrates
that the interaction with the transitions of the same ion may
lead to the disappearance of ALCs even if they are separated
by more than the ion-cavity coupling strength.

In summary, we have investigated single-photon level
properties of iron-doped and undoped lithium niobate at
millikelvin temperatures with WGMs. The microwave spec-
troscopy confirms the existence of Fe3+ with large ZFSs and

some traces even in undoped crystals. None of the observed
interactions in the low and high spin concentration regimes
demonstrate the spin-photon strong coupling regime suitable
for QED experiments [39] due to high spin losses and a strong
influence of the different ion transitions on each other. This
problem cannot be solved by additional doping as it leads to
higher spin ensemble losses. On the other hand, the influence
of the impurity spin ensemble on photon modes is revealed via
Q factors and mode density that has to be taken into account
when designing electro-optical single-photon devices. The
observed quality factors are of the order of 105, which is still
below the state-of-the art superconducting systems [40,41].
An additional structure with a characteristic splitting of
1.85–1.55 GHz suggests the existence of another coupled spin
ensemble.
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