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Quasiparticle interference in Fe-based superconductors based on a five-orbital tight-binding model
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We investigate the quasiparticle interference (QPI) in Fe-based superconductors in both the s++-wave and s±-
wave superconducting states on the basis of the five-orbital model. In the octet model for cuprate superconductors
with dx2−y2 -wave state, the QPI signal due to the impurity scattering at q = ki − kj (E = |�(ki)|, i = 1−8)
disappears when the gap functions at ki and kj have the same sign. However, we show that this extinction rule does
not hold in Fe-based superconductors with fully gapped s-wave state. The reason is that the resonance condition
E = |�(ki)| is not satisfied under the experimental condition for Fe-based superconductors. We perform the
detailed numerical study of the QPI signal using the T -matrix approximation, and show that the experimentally
observed QPI peak around q2 = (π,0) can be explained on the basis of both the s++-wave and s±-wave states.
Furthermore, we discuss the magnetic field dependence of the QPI by considering the Zeeman effect, and find
that the field-induced suppression of the peak intensity around q2 can also be explained in terms of both the
s++-wave and s±-wave states.
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I. INTRODUCTION

Since the discovery of Fe-based superconductors [1], much
effort has been devoted to reveal the mechanism of high-
Tc superconductivity (SC). The mother compounds exhibit
structure and antiferromagnetic transitions. These transitions
are suppressed by carrier doping and then the SC state emerges.
In the early theoretical studies, spin fluctuation mediated
s±-wave state, in which the SC gap functions change their
sign between the hole and electron Fermi surfaces (FS), was
proposed [2–6]. On the other hand, the orbital fluctuations
can induce the s++-wave state without sign change in the
gap functions as discussed in Refs. [7–9]. Figure 1 shows the
unfolded FS and schematic picture of the (a) s++-wave and
(b) s±-wave states. The s++(s±)-wave state is driven by the
orbital (spin) fluctuations at q2 = (π,0) that corresponds to
the nesting between hole and electron FSs.

To distinguish between the s±-wave and s++-wave states,
various phase sensitive experiments have been performed,
such as the impurity effect on Tc [10–12], the resonant peak
by the inelastic neutron scattering [13], the coherence peak
by the nuclear magnetic resonance [10,14], the quasiparticle
interference (QPI) by the scanning tunneling microscope
(STM) [15–17], and so on. Many theorists have preformed
theoretical investigations of such experiments based on the
realistic five-orbital model. For example, the present authors
have shown that the robustness of Tc against impurities is
inconsistent with the s±-wave state [18,19]. It has been shown
that the broad resonant peak in the neutron scattering spectrum
can be explained on the basis of the s++-wave state rather than
the s±-wave state [20]. Also, the absence of the coherence
peak at Tc can be explained in terms of both the s++-wave
and s±-wave states [21]. The theoretical study of the QPI
signal in Fe-based superconductors was performed by several
theoretical groups in Refs. [22–28].

By using the STM measurement, the information of the
local density of states can be obtained. The QPI signal
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Z(q,E) is given by the Fourier transformation of the tunneling
conductance ratio Z(r,E) = dI/dV (r,+V )

dI/dV (r,−V ) derived from the
STM measurement. The QPI study played a crucial role to
determine the pairing symmetry in cuprate superconductors
[29–31]. In cuprate superconductors, the nodal dx2−y2 -wave
SC state is realized. There are eight k points (ki : i = 1−8)
on the FS satisfying the relation E = |�(ki)| for E < �max. It
is called the octet model, and the QPI signal Z(q,E) with
q = ki − kj emerges due to the impurity scattering when
�(ki) and �(kj ) have the opposite sign, while it disappears
when �(ki) and �(kj ) have the same sign. The disappearance
of the QPI signal is called the “extinction rule.” Furthermore,
the experimental QPI peak is rapidly suppressed by applying
a magnetic field. The extinction rule and the magnetic field
dependence of the QPI obtained in cuprate superconductors are
well understood in terms of the octet model with dx2−y2 -wave
gap symmetry.

In Fe-based superconductors, many experimental
[15–17,32–35] and theoretical [22–28] studies of the STM
have been performed. Hanaguri et al. carried out the QPI
experiments on Fe(Se,Te) single crystal and reported the
appearance of a shape peak around q2 = (π,0) [15,16], which
is caused by the impurity scattering between hole and electron
FSs. By analogy with the extinction rule in the octet model,
the existence of the QPI peak around q2 may indicate that the
gap functions on the hole and electron FSs have opposite sign,
i.e., s±-wave state. Although, many pioneering theoretical
studies had been performed for Fe-based superconductors,
some previous theoretical studies assumed oversimplified
band structures. Furthermore, the QPI signal in the s++-wave
state had not been studied in detail in previous studies.
Therefore, detailed theoretical study of the QPI based on a
realistic five-orbital model in both the s++-wave and s±-wave
states had been required.

Hanaguri et al. showed that the intensity of the QPI peak
around q2 is slightly suppressed by the magnetic field B =
11 T at E = 1.0 meV [15]. However, the field-induced change
of the QPI peak around q2 nonmonotonically depends on E;
the peak intensity is slightly enhanced at E = 0.5 and 1.9 meV.
[See Fig. 3S(I) in the Supplemental Material of Ref. [15] and
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FIG. 1. (Color online) Fermi surfaces and gap structures in the
(a) s++-wave and (b) s±-wave states. The arrows denote scattering
wave vectors. The scattering vector q2 ∼ (π,0), which is equal to the
nesting vector, connects hole and electron Fermi pockets. q1 ∼ (0,0)
corresponds to the intraband scattering, and q3 ∼ (π,π ) corresponds
to the scattering within electron or hole Fermi pockets.

Fig. 1(A) in Ref. [16].] Therefore, in this paper, we discuss the
field-induced change of the QPI for wide range of E in terms
of both the s++-wave and s±-wave states.

In this paper, we investigate the QPI in Fe-based supercon-
ductors on the bases of both the s++-wave and s±-wave states.
In the cuprate superconductors with dx2−y2 -wave SC state, the
QPI signal at q = ki − kj disappears when �(ki) and �(kj )
have the same sign. However, such extinction rule does not
hold in Fe-based superconductors with fully gapped s-wave
SC state since the resonance condition E = |�(ki)| = |�(kj )|
is not satisfied under the experimental condition E < �min

regardless of the sign of the gap functions. We perform the
detailed numerical study of the QPI signal based on the
five-orbital model, and find that the experimentally observed
QPI peak around q2 = (π,0) appears in both the s++-wave
and s±-wave states. Furthermore, we discuss the magnetic
field dependence of the QPI by considering the Zeeman effect,
and find that the field-induced change of the peak intensity
around q2 can also be explained in terms of both the s++-wave
and s±-wave states. In conclusion, it is difficult to distinguish
between the s++-wave and s±-wave states from the QPI
experiments in Fe-based superconductors.

II. FORMULATION

A. Quasiparticle interference

The tunneling conductance dI/dV (r,V ) at position r and
voltage V is approximately proportional to the local density
of states ρ(r,E) at energy E = V , namely, dI/dV (r,V ) ∝
|M(r)|2ρ(r,E), where we set the unit of charge e as one. M(r)
is the tunneling matrix element between the sample surface
and the STM tip. In the presence of the impurities, we can
drop the factor M(r) and obtain the information of the density
of states by taking the ratio Z(r,E) between the conductance
measured at +V and −V as follows [22,31]:

Z(r,E) ≡ dI/dV (r,+V )

dI/dV (r,−V )
= ρ(r,+E)

ρ(r,−E)

≈ ρ0(+E)

ρ0(−E)

[
1 + δρ(r,+E)

ρ0(r,+E)
− δρ(r,−E)

ρ0(r,−E)

]
, (1)

where ρ0(E) is the averaged density of states and δρ(r,E) de-
scribes the spatial modulation defined as δρ(r,E) ≡ ρ(r,E) −
ρ0(E). The Fourier transformed conductance ratio is called the
QPI signal, which is given by

Z(q,E) = ρ0(+E)

ρ0(−E)

[
(2π )2δ(q) + δρ(q,+E)

ρ0(+E)
− δρ(q,−E)

ρ0(−E)

]
,

(2)

where q is a scattering wave vector. When the system is
uniform, Z(q,E) is zero except for q = 0. We can obtain
the information on the SC gap symmetry since the mo-
mentum dependence of Z(q,E) reflects the sign of the gap
functions.

B. Model Hamiltonian and Green function

The five-orbital tight-binding Hamiltonian is given by

H0 =
∑

k,l,l′,σ

H 0
k,l,l′c

†
k,l,σ ck,l′,σ , (3)

where c
†
k,l,σ (ck,l,σ ) is the creation (annihilation) operator of a

Fe 3d electron with wave vector k, orbital l, and spin σ . Ĥ 0
k

is given by the Fourier transformation of the hopping integrals
introduced in Ref. [2]. The energy dispersion εk,b of band b is
obtained as an eigenvalue of Ĥ 0

k by unitary transformation,

εk,b =
∑
l,l′

U ∗
k,l,bH

0
k,l,l′Uk,l′,b, (4)

where Uk,l,b is an element of the unitary matrix obtained
as the eigenvector. The obtained Fermi surface is shown in
Fig. 1.

Now, we study the SC state. In a single-orbital model, the
BCS Hamiltonian is simply given by

H =
∑

k

�̂
†
kĤk�̂k, (5)

where

�̂
†
k ≡ (c†k,↑,c

†
−k,↓,c−k,↓,−ck,↑). (6)

Here, we define the Pauli matrices τ̂i and σ̂i which act
in particle-hole space and spin space, respectively. For
example,

τ̂1 =

⎛
⎜⎝

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

⎞
⎟⎠, τ̂3 =

⎛
⎜⎝

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

⎞
⎟⎠,

σ̂3 =

⎛
⎜⎝

1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

⎞
⎟⎠. (7)

Then, the Nambu Hamiltonian Ĥk for a single-orbital model
is given by

Ĥk = εk τ̂3 − Bσ̂3 + �k τ̂1, (8)
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where B is the Zeeman splitting energy by the magnetic field
and �k is the singlet gap function.

In the five-orbital model, the Nambu Hamiltonian is written
as follows:

Ĥk = Ĥ 0
k τ̂3 − BÊ5σ̂3 + �̂orb

k τ̂1, (9)

where Ê5 is the 5×5 unit matrix in the orbital space. In the case
of the five-orbital model, the Nambu Hamiltonian is given by
the 20×20 matrix form. �̂orb

k is 5×5 matrix form singlet gap
function in the orbital space, and its matrix element is obtained
by the unitary transformation of the band-basis gap function
�k,b as

�orb
k,l,l′ ≡

∑
b

Uk,l,b�k,bU
∗
k,l′,b. (10)

Then, the Green function in the clean limit is given by

Ĝ0
k(ω) = (ω − Ĥk)−1

= (
ω − Ĥ 0

k τ̂3 + BÊ5σ̂3 − �̂orb
k τ̂1

)−1
, (11)

and the local density of states without randomness is given
by

ρ0(ω) = − 1

πN

∑
k

ImTrÊ5
τ̂0 + τ̂3

2
Ĝ0

k(ω̄)

∣∣∣∣
ω̄=ω+iγ

, (12)

where γ is the quasiparticle damping rate.
When we consider the impurity scattering, the Green

function is obtained by using the T -matrix approximation as
follows:

Ĝk,k′ (ω) = Ĝ0
k(ω)δk,k′ + δĜk,k′(ω), (13)

where

δĜk,k′(ω) ≡ Ĝ0
k(ω)T̂k,k′(ω)Ĝ0

k′(ω). (14)

For a single impurity, the T matrix is obtained by solving the
following self-consistent equation:

T̂k,k′(ω) = Îk,k′ + 1

N

∑
k′′

Îk,k′′Ĝ0
k′′ (ω)T̂k′′,k′ (ω), (15)

where Îk,k′ is the impurity potential of a single impurity. The
modulation of the density of states induced by the impurity

scattering is given by [22,31]

δρ(q,ω) = −nimp

πN

∑
k

ImTrÊ5
τ̂0 + τ̂3

2
δĜk,k+q(ω̄)

∣∣∣∣
ω̄=ω+iγ

,

(16)

where Ĝ is represented in the orbital basis. This treatment is
exact for the case of low-impurity concentration nimp 
 1.

In this paper, we consider the nonmagnetic impurity since
the QPI due to the magnetic impurity scattering is subdominant
for B = 0 [22]. According to the band calculations, the
impurity potential in Fe-based superconductors is screened
and well localized [36]. That is, the impurity scattering matrix
in the orbital space is k independent. When the Fe-site
substitution is considered, the impurity potential is given as

Î imp = I impÊ5τ̂3, (17)

and, then, the T matrix becomes k independent and it is simply
given by

T̂ (ω) = (1 − Î impĝ0(ω))−1Î imp, (18)

where ĝ0(ω) ≡ 1
N

∑
k Ĝ0

k(ω) is the local Green function in the
20×20 matrix form.

III. RESULT

A. Simple analytical calculation

In this section, we analytically show that the extinction rule,
which tells that the nonmagnetic impurity scattering between
FSs with same sign gap functions does not contribute to the
QPI, does not hold in fully gapped s-wave SC state.

Here, we verify the case with the particle-hole symmetry
ρ0(+E) = ρ0(−E). Then, Z(q,E) in Eq. (2) is simplified as

Z(q �= 0,E) = 2δρodd(q,E)

ρ0(E)
, (19)

where

δρodd(q,E) ≡ δρ(q,+E) − δρ(q,−E)

2
. (20)

When we consider the scattering due to nonmagnetic
impurities with a weak scalar potential I imp, the T matrix
is given by T̂ ≈ I impÊ5τ̂3. From Eq. (16), the modulation of
the density of states for T̂ ≈ I impÊ5τ̂3 is given by

δρodd(q,E) = −nimp

πN

∑
k

ImTrÊ5
τ̂3

2
δĜk,k+q(Ē)

∣∣∣∣
Ē=E+iγ

≈ −nimpI imp

2πN

∑
k,b,b′

Im
Ē2 + εk,bεk+q,b′ − �k,b�k+q,b′(

Ē2 − E2
k,b

)(
Ē2 − E2

k+q,b′
)

∣∣∣∣∣
Ē=E+iγ

∣∣∣∣∣
∑

l

Uk,l,bU
∗
k+q,l,b′

∣∣∣∣∣
2

. (21)

In the last line, we utilized the functional form of the Green function in the band-diagonal basis, and E2
k,b ≡ ε2

k,b + �2
k,b is the

energy of a quasiparticle in band b. In Eq. (21), the main contribution originates from the case that both k and k + q are on FSs
(εk,b = εk+q,b′ = 0). In this case, the contribution is simplified as

δρodd(q,E) ∝ −
∑

k,k+q∈FS

Im
Ē2 − �k�k+q(

Ē2 − �2
k

)(
Ē2 − �2

k+q

)
∣∣∣∣∣
Ē=E+iγ

. (22)

045124-3



YOUICHI YAMAKAWA AND HIROSHI KONTANI PHYSICAL REVIEW B 92, 045124 (2015)

In cuprate superconductors, the nodal dx2−y2 -wave SC state
is realized. Under the experimental condition E < �max, only
the eight k points (ki : i = 1−8) satisfy the relation E = |�ki

|.
It is called the octet model [29–31], and k1 ∼ k8 are shown
in Fig. 6(a). δρodd(q,E) can be very large for q = ki − kj

since the denominator in Eq. (22) is almost zero for k ≈ ki .
On the other hand, the numerator is sensitive to the sign of
the gap functions: the numerator has finite value 2E2 when
the gap functions �k and �k+q have opposite sign, but it
becomes zero for the same sign case. Therefore, the QPI peak
disappears when the gap functions at k and k + q have the
same sign, which is called the extinction rule.

In contrast, such extinction rule does not hold in the fully
gapped s-wave SC state realized in Fe-based superconductors
under the experimental condition E < �min. We focus on
the QPI peak around q2 = (π,0) which corresponds to the
interband scattering between the hole and electron FSs. Using
the gap functions on hole FS �h and electron FS �e,
δρodd(q2,E) is given by

δρodd(q2,E) ∝ −Im
Ē2 − �h�e(

Ē2 − �2
h

)(
Ē2 − �2

e

)
∣∣∣∣∣
Ē=E+iγ

. (23)

In the case of E < |�h,e|, both the numerator and denominator
have finite value regardless of the signs of �h and �e. That
is, δρodd(q2,E) is finite even for �h�e > 0. Therefore, the
extinction rule does not hold in Fe-based superconductors,
and the QPI peak around q2 is expected to appear in both the
s++-wave and s±-wave states. We will numerically verify the
violation of the extinction rule for the q2 signal by analyzing
the five-orbital model in later sections.

As shown in Fig. 1, the other QPI signal can arise around
q1 = (0,0) due to intraband scattering, and around q3 = (π,π )
due to interband scattering between hole FSs or electron FSs.
Experimentally, the QPI peak around q3 is enhanced by the
external magnetic field. However, both the QPI peaks around
q1 and q3 are caused by the scattering between hole pockets
and between electron pockets. These QPI peaks are not useful
for the purpose of distinguishing between the s++-wave and
s±-wave states.

B. QPI for the weak impurity potential case

In this and subsequent sections, we numerically calculate
the QPI signal using Eq. (16). Here, we discuss the QPI due to a
weak impurity potential I imp = 0.1 eV, and show that the QPI
peak around q2 is actually obtained in both the s++-wave and
s±-wave states for various parameters. Hereafter, we set �0 =
0.02 eV, nimp = 0.01, γ = �0/4, and N = 256 × 256. We
confirmed that the obtained results do not change qualitatively
for γ = �0/8.

Figure 2 shows the intensity map of the QPI, |Z(q,E)|,
at zero field. First, we discuss the (i) isotropic single-gap case
with |�h| = |�e| = �0: Figures 2(a) and 2(b) show the results
obtained in the s++-wave and s±-wave states, respectively.
Considering the experimental condition in Ref. [15], we
set E = �0/2. In the s++-wave state (a), the sharp QPI
peak around q2 clearly appears as expected from Eq. (23).
Therefore, the extinction rule does not hold in Fe-based
superconductors. In the s±-wave state (b), the strong QPI peak

FIG. 2. (Color online) Intensity map of the QPI |Z(q,E)| under
zero field B = 0 at E = �0/2 due to the nonmagnetic impurity scat-
tering with potential I imp = 0.1 eV. The left and right panels show the
results in the s++-wave and s±-wave states, respectively. (a), (b) Case
(i): isotropic single-gap case with �h = ±�e = �0. (c), (d) Case
(ii): isotropic two-gap case with �h = 2�0 and �e = ±�0. (e), (f)
Case (iii): strongly anisotropic gap case with �h = �0, �e = ±(1 +
cos 2θ )�0 around k = (π,0) and �e = ±(1 − cos 2θ )�0 around
k = (0,π ). The vertical broken lines represent the path of the line
cuts in Fig. 3.

accompanied by the large halo structure is obtained around
q2. That is, it is difficult to distinguish between the s++-wave
and s±-wave states by the presence or absence of the QPI peak
around q2.

In reality, |�h| and |�e| are different in usual Fe-based
superconductors. For example, |�max/�min| ∼ 2 is reported in
electron- and hole-doped BaFe2As2 [37,38]. In the Fe(Se,Te)
sample used in the QPI experiments [15], the relations �min ∼
1 meV and �max = 2 ∼ 4 are expected from the tunneling
conductance measurement. Therefore, we show the results for
the (ii) isotropic two-gap case with |�h| = 2�0 and |�e| = �0

in Figs. 2(c) and 2(d). In this case, there is no large difference
from the single-gap case shown in Figs. 2(a) and 2(b). Similar
results are obtained when |�h| = �0 and |�e| = 2�0.

In Figs. 2(e) and 2(f), we also show the (iii) strongly
anisotropic gap case with |�h|=�0 and |�e|=(1± cos 2θ )�0.
Anisotropic-gap functions are reported on a hole FS in heavily
hole-doped BaFe2As2 [39] and on the electron FSs in some
Fe(Se,Te) systems [40,41]. In this case, the peak around q2

exists and its shape in the s++-wave state becomes similar
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to the one in the s±-wave state. Therefore, it is difficult to
distinguish between the s++-wave and s±-wave states from
the existence of the QPI signal around q2.

Experimentally, the QPI peak intensity around q2 is slightly
suppressed by the magnetic field B for E = 1.0 meV � �min

[15,16]. Here, we discuss B and E dependencies of |Z(q,E)|
in detail, and show that the experimental suppression of the
q2 peak for E ∼ �min can be explained in both the s++-wave
and s±-wave states. Previously, two kinds of the field-induced
suppression effects have been discussed by Coleman et al.
[22,31]: (a) Impurities are masked by vortices under the
magnetic field, and then the impurity scattering rate is reduced.
Also, (b) the Zeeman effect changes the electronic state
and modifies the impurity scattering. The former mechanism
would suppress the QPI intensity around q2 regardless of the
sign of the gap functions. However, in the QPI experiments
for Fe(Se,Te) in Ref. [15], it was reported that the effect (b)
would be dominant since the field-induced changes are almost
spatially uniform. Therefore, in this paper, we study only the
effect (b).

Figures 3(a) and 3(b) show the |Z(q,E)| in the single-gap
case with |�h| = |�e| = �0 [case (i)] from q = (π,−π ) to
(π,π ). The path is shown in Fig. 2 by the vertical dashed lines.
The solid and dotted lines represent the results for B = 0 and
�0/2, respectively. In the (a) s++-wave state, the QPI peak
around q2 is not sensitive to B and E. On the other hand, in
the (b) s±-wave state, the q2 peak is drastically suppressed
by B. Figures 3(c) and 3(d) show the results obtained for the
two-gap case [case (ii)]. In this case, the QPI peak around
q2 is suppressed by B for E ∼ �0 in both the s++-wave and
s±-wave states. However, the field suppression of the QPI
peaks is much larger in the s++-wave state. Figures 3(e) and
3(f) show the results for the strongly anisotropic gap case [case
(iii)]. In this case, |Z(q,E)| in the s++-wave state shows very
complex B dependence.

In summary, in the s±-wave state, the QPI peak around q2 is
clearly suppressed in all cases (i)–(iii). In the s++-wave state,
this peak intensity is also suppressed in the two-gap case (ii).
Therefore, the field-induced suppression of the QPI around q2

can be explained in terms of both the s++-wave and s±-wave
states. Experimentally, the SC gaps are fully opened in the
Fe(Se,Te) sample used for the QPI experiments, and relation
�max  �min ∼ 1 meV is expected since the estimated value
of 2�min/Tc < 2 is much smaller than the BCS value 3.53.
In addition, the tunneling conductance has the sharp gap edge
peak at V ≈ 1.7 mV and an additional peak at about 4 mV.
If the latter peak arises from the SC gap, �max/�min � 2 is
expected. Therefore, the isotropic two-gap case with |�h| =
2|�e| [case (ii)] would correspond to Fe(Se,Te).

C. QPI for the strong impurity potential case

In this section, we consider the QPI due to a strong
impurity potential |I imp| = 1 eV, which corresponds to Fe-site
substitution. Since the residual resistivity takes the maximum
for I imp ∼ +1 eV, I imp = +1 eV corresponds to the unitary
limit in Fe-based superconductors [18,19]. Here, we show the
result only for the isotropic two-gap case with |�h| = 2�0 and
|�e| = �0 [case (ii)].

FIG. 3. (Color online) Line cuts from |Z(q,E)| map for I imp =
0.1 eV. The solid and dotted lines represent |Z(q,E)|B=0 and
|Z(q,E)|B=�0/2, respectively. The left and right panels show the
results in the s++-wave and s±-wave states, respectively. The path
is shown in Fig. 2. (a), (b) Case (i): isotropic single-gap case with
�h = ±�e = �0. (c), (d) Case (ii): isotropic two-gap case with
�h = 2�0 and �e = ±�0. (e), (f) Case (iii): strongly anisotropic
gap case with �h = �0, �e = ±(1 + cos 2θ )�0 around k = (π,0)
and �e = ±(1 − cos 2θ )�0 around k = (0,π ). The curves in all the
figures are vertically shifted to make them visible.

Figures 4(a) and 4(b) show the |Z(q,E)| map for I imp =
−1 eV in the case of the s++-wave and s±-wave states,
respectively. Also, Figs. 4(c) and 4(d) show the ones for
I imp = +1 eV. We set E = �0/2 and B = 0. The obtained
QPI map is qualitatively similar to the ones in the weak
potential case shown in Fig. 2, and the QPI peak around q2

appears in both the s++-wave and s±-wave states. Therefore,
the extinction rule does not hold in Fe-based superconductors
regardless of the magnitude of the impurity potential.

Figures 5(a) and 5(b) show |Z(q,E)| from q = (π,−π ) to
(π,π ) for I imp = −1 eV. The solid and dotted lines represent
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FIG. 4. (Color online) Intensity map of |Z(q,E)| at E = �0/2
and B = 0 in the isotropic two-gap case with �h = 2�0 and �e =
±�0 [case (ii)]. The left and right panels show the results in the
s++-wave and s±-wave states, respectively. (a), (b) I imp = −1 eV.
(c), (d) I imp = +1 eV. The vertical broken lines represent the path of
the line cuts in Fig. 5.

the results for B = 0 and �0/2, respectively. For E ∼ �0, the
QPI peak around q2 is suppressed by the magnetic field in both
the s++-wave and s±-wave states.

Figures 5(c) and 5(d) show the results for I imp = +1
eV. In the s++-wave state, the QPI peak around q2 is
insensitive to B and E. On the other hand, in the s±-wave
state, the QPI signal shows very strong E dependence,
and the QPI intensity becomes very small for E � 0.8�0

even for B = 0. However, such behaviors have not been
observed experimentally. As results, in both the s++-wave
and s±-wave states, the obtained results for I imp = +1 eV are
inconsistent with experiments [15,16]. Therefore, impurities
with weak potential will be responsible for the QPI signal in
Fe(Se,Te).

In the above discussion, we have ignored the change of
Tc due to the impurity scattering. We have shown that the
s±-wave state with the original SC transition temperature
Tc0 = 30 K is completely suppressed when the residual
resistivity reaches ∼5z−1 μ cm [18,19], where z−1 = m∗/m

is the mass-enhancement factor due to the self-energy. When
I imp = +1 eV, the residual resistivity for nimp = 0.01 is
about 20 μ cm in Fe-based superconductors. Therefore, the
s±-wave state is very fragile against impurity.

IV. DISCUSSION

A. Violation of the extinction rule

As shown in Sec. III, the QPI peak around q2 is realized
even in the s++-wave state. The reason is that the numerator
in Eq. (23) has finite value under the experimental condition
E < |�h,e|. Thus, the extinction rule in the octet model
for cuprate superconductors (|�(ki)| = E < �max; i = 1−8),
which tells that the QPI signal at q = ki − kj disappears if
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FIG. 5. (Color online) Line cut from |Z(q,E)|B=0 (solid lines)
and |Z(q,E)|B=�0/2 (dotted lines) maps in the isotropic two-gap case
with �h = 2�0 and �e = ±�0 [case (ii)]. The path is shown in Fig. 4.
The left and right panels show the results in the s++-wave and s±-wave
states, respectively. (a), (b) I imp = −1 eV. (c), (d) I imp = +1 eV.
The curves in all the figures are vertically shifted to make them
visible.

�(ki) = �(kj ), does not hold in Fe-based superconductors
under the experimental condition E < �0. As shown in Fig. 3,
the QPI signal around q2 still exists even at E = �0 in the
s++-wave state due to the finite quasiparticle damping γ . For
these reasons, we can not distinguish between the s++-wave
and s±-wave states from the presence or absence of the QPI
peak around q2.

B. Comparison with previous studies

In Ref. [22], Sykora and Coleman investigated the QPI in
the s±-wave state by using a two-band model. They showed
that the QPI peak around q2 emerges for B = 0 due to the
nonmagnetic impurity scattering in the weak potential limit,
and its intensity is suppressed by the Zeeman effect under
the magnetic field B = �0. It is consistent with the result
of this study for the weak potential case based on the five-
orbital model. Also, to analyze the unitary scattering case,
they phenomenologically treated the resonant scattering due
to the multiple scattering process, and proposed that the QPI
signal around q3 = (π,π ) is enhanced by B due to the resonant
scattering. However, we cannot obtain such behavior in this
study using T -matrix approximation for I imp = +1 eV.

In Ref. [23], Gao et al. discussed the magnetic field
dependence of the QPI due to the vortex, which is not
considered in this study. Interestingly, they showed that the
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strong and sharp QPI peak around q3 is caused in both the
s++-wave and s±-wave states by the Andreev scattering due
to the vortices. Experimentally, however, the field-induced
change is almost spatially uniform, indicating that the impurity
scattering is more important [15]. In Ref. [23], the QPI peak
around q2 was not obtained in the s++-wave state maybe due
to the very large difference in the band structure.

V. SUMMARY

In summary, we investigated the QPI in Fe-based su-
perconductors in both the s++-wave and s±-wave states. In
the octet model (|�(ki)| = E < �max; i = 1−8) for cuprate
superconductors with dx2−y2 -wave SC state, the QPI signal
around q = ki − kj disappears when �(ki) and �(kj ) have
the same sign. However, this extinction rule does not hold
in Fe-based superconductors with fully gapped s-wave SC
state. The reason is that the resonance condition, in which
the denominator of the integrand in Eq. (22) becomes zero
at some k, is not satisfied under the experimental condition
E < |�e,h|. We performed the detailed numerical study of the
QPI signal on the basis of the five-orbital model and found that
the experimentally observed QPI peak around q2 = (π,0) can
be explained in terms of both the s++-wave and s±-wave states.
Furthermore, we discussed the magnetic field dependence of
the QPI by considering the Zeeman effect, and found that the
suppression of the peak intensity around q2 by the magnetic
field can also be explained in terms of both the s++-wave and
s±-wave states. Therefore, it is difficult to distinguish between
the s++-wave and s±-wave states from the QPI experimental
date for Fe-based superconductors.
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APPENDIX A: QPI IN CUPRATE SUPERCONDUCTORS

In the QPI measurement for the cuprate by Hanaguri
et al. [30], it was shown that the QPI signals due to the
impurity scattering between k points with opposite sign gap
functions are strongly suppressed by the magnetic field. Since
the suppression in the “matrix region” (far from vortex)
is stronger than the one in the “vortex region” (near the
vortex core), the Zeeman effect would be important. In this
appendix, we investigate the magnetic field dependence of
the QPI in cuprate superconductors with nodal dx2−y2 -wave
SC state, �k = �0(cos kx − cos ky)/2, using the T -matrix
approximation in the case of weak impurity potential I imp =
0.1 eV, and show that the experimentally observed suppression
can be explained by the Zeeman splitting scenario.

Figure 6(a) shows the FS and the gap function in cuprate
superconductors. The eight wave vectors ki (i = 1−8) on
the FS satisfy the relation E = |�ki

| < �0. The scattering
vectors q1,4,5 (q2,3,6,7) connect the two k points with same
(opposite) sign gap functions. Experimentally, the QPI signals
are obtained at q2,3,6,7 for zero field, and they are suppressed
by applying a magnetic field [30]. Figure 6(b) shows the nu-

FIG. 6. (Color online) (a) FS of cuprate and the dx2−y2 -wave SC
gap. The wave vector ki (i = 1−8) satisfies the relation E = |�ki

|,
and q i is scattering vector. q2,3,6,7 (q1,4,5) connect the k points
on FS with opposite (same) sign gap functions. (b) Intensity map
of |Z(q,E)| at E = �0/2 and B = 0. The scattering vector q̄ i

is equivalent to q i . (c) |Z(q,E)| for B = �0/8. (d) Field-induced
change given by |Z(q,E)|B=�0/8 − |Z(q,E)|B=0.

merical results of the QPI intensity map |Z(q,E)|B=0 without
magnetic field. We use the parameters given in Ref. [31]. The
strong QPI peaks appear at q2,3,6,7. Figures 6(c) and 6(d) show
the QPI with magnetic field |Z(q,E)|B=�0/8 and field-induced
change given by |Z(q,E)|B=�0/8 − |Z(q,E)|B=0, respectively.
In this case, the QPI signal shows remarkable field dependence
and its peaks at q2,3,6,7 are strongly suppressed by the Zeeman
effect. This result is consistent with the experimental results
for cuprate superconductors [30].

APPENDIX B: QPI DUE TO SIMPLIFIED
IMPURITY POTENTIAL

In the above discussion, we have investigated the QPI due
to the orbital diagonal impurity potential in Eq. (17). In this
case, the impurity potential has complex k dependence in the
band basis. In this appendix, we consider the QPI due to a
simple constant impurity potential in the band basis

I band
b,b′ =

{
I (b = b′),
I ′ (b �= b′), (B1)

where b = b′ and b �= b′ terms correspond to intraband and
interband scattering, respectively. Hereafter, we study the QPI
in the weak potential case with I = I ′ = 0.1 eV.

Figures 7(a) and 7(b) show the QPI intensity map in
the s++-wave and s±-wave states, respectively. We set E =
0.7�0, |�h| = 2�0, and |�e| = �0. The QPI peak around q2

appears in both the s++-wave and s±-wave states. Figures 7(c)
and 7(d) show the field-induced change |Z(q,E)|B=�0/2 −
|Z(q,E)|B=0 in the s++-wave and s±-wave states, respectively.
The obtained results are qualitatively consistent with the
orbital diagonal potential case shown in Figs. 2(c), 2(d), 3(c),
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FIG. 7. (Color online) (a), (b) Intensity map of the QPI
|Z(q,E)|B=0 due to the band represented weak impurity potential
I band
b,b′ = 0.1 eV in the (a) s++-wave and (b) s±-wave states. (c),

(d) The magnetic field-induced change of the QPI signal given by
|Z(q,E)|B=�0/2 − |Z(q,E)|0 in the (c) s++-wave and (d) s±-wave
states. We set E = 0.7�0, �h = 2�0, and �e = ±�0.

and 3(d) in the main text. Therefore, in the weak potential case,
the obtained QPI signal is insensitive to the nature of impurity
potential.

However, the impurity potential in Eq. (B1) gives an
erroneous result in the unitary regime I → ∞, that is, the
T matrix T band

b,b′ becomes band diagonal except for I ′/I = 1.
Due to this model artifact, the QPI peak around q2 disappears
in the unitary limit. For the same reason, Tc in the s±-wave
state is almost unchanged by impurities in the unitary regime
Iρ0(0) � 1 [42,43]. However, such erroneous model artifact is
revised by using a realistic potential in Eq. (17) [18,19]. That
is, the QPI peak around q2 appears and Tc in the s±-wave state
is fragile against impurity even in the unitary regime.

APPENDIX C: ANOTHER TWO-GAP CASE
WITH |�h| = 1.5|�e|

In the main text, we discussed the field-induced suppression
of the QPI peak intensity around q2 in the isotropic two-gap
case with |�h| = 2|�e|. Here, we show another two-gap case
with |�h| = 1.5|�e|. The obtained results are qualitatively the
same as the results for |�h| = 2|�e| in the main text.

Figure 8 shows the |Z(q,E)| from q = (π,−π ) to (π,π )
for B = 0 (solid lines) and B = �0/2 (dotted lines). In the
(a) s++-wave and (b) s±-wave states, the QPI intensity for
I imp = 0.1 eV around q2 is suppressed by B for E ∼ �0.

Figure 8(c) shows the |Z(q,E)| in the s++-wave state for
I imp = −1 eV. In this case, the QPI intensity at just q2 is
strongly enhanced by B at E ∼ �0, whereas the integrated
intensity around q2 is suppressed. Such field-induced enhance-
ment at just q2 for E = �0 is not universal since the q2 peak is
suppressed by B for |�h| = 2|�e| as shown in Fig. 5(a) in the
main text. However, the obtained field-induced enhancement

FIG. 8. (Color online) |Z(q,E)| along q = (π,qy) in the isotropic
two-gap case with �h = 1.5�0 and �e = ±�0. The solid and dotted
lines represent B = 0 and �0/2, respectively. The left and right panels
show the results in the s++-wave and s±-wave states, respectively. (a),
(b) I imp = 0.1 eV. (c), (d) I imp = −1 eV. (e), (f) I imp = +1 eV. The
curves in all the figures are vertically shifted to make them visible.

at just q2 may be consistent with the experimental result.
Experimentally, the QPI signal for E = 1.0 meV is suppressed
by B around q2, but a slight enhancement is observed at just
q2 as shown in Fig. 1(A) in Ref. [16].

Figure 8(d) shows the |Z(q,E)| in the s±-wave state for
I imp = −1 eV. Also, Figs. 8(e) and 8(f) show the ones for
I imp = +1 eV. In all cases (d)–(f) in Fig. 8, the obtained results
are almost same as the cases (b)–(d) in Fig. 5 in the main text
for |�h| = 2|�e|.

Therefore, the obtained results for |�h| = 1.5|�e| are
qualitatively same as the ones for |�h| = 2|�e| in the main
text. The field-induced enhancement at just q2 for I imp = −1
eV in Fig. 8(c) may be consistent with experimental result,
although it is sensitive to model parameters.
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