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Temperature- and doping-dependent optical absorption in the small-polaron system Pr1−xCaxMnO3
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Small polaron optical properties are studied comprehensively in thin film samples of the narrow bandwidth
manganite Pr1−xCaxMnO3 by optical absorption spectroscopy as a function of doping and temperature. A broad
near infrared double-peak absorption band in the optical conductivity spectras is observed and interpreted in the
framework of photon-assisted small polaron intersite hopping and on-site Jahn-Teller excitation. Application of
quasiclassical small polaron theory to both transitions allows an approximate determination of polaron specific
parameters like the polaron binding energy, the characteristic phonon energy, as well as the Jahn-Teller splitting
energy as a function of temperature and doping. Based on electronic structure calculations, we consider the
impact of the hybridization of O 2p and Mn 3d electronic states on the Jahn-Teller splitting and the polaron
properties. The interplay between hopping and Jahn-Teller excitations is discussed in the alternative pictures of
mixed valence Mn3+/Mn4+ sites (Jahn-Teller polaron) and equivalent Mn(3+x)+ sites (Zener polaron). We give a
careful evaluation of the estimated polaron parameters and discuss the limitations of small polaron quasiclassical
theory for application to narrow bandwidth manganites.
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I. INTRODUCTION

Polarons, i.e., quasiparticles composed by electronic charge
carriers and phonons, are a key transport feature in doped
manganites. Many properties of manganites such as hopping-
like electric transport behavior [1,2], charge ordering [3,4],
as well as colossal resistance effects [5–7] involve polaronic
effects [8,9]. A polaron forms as a consequence of a significant
charge-lattice interaction, i.e., the electric charge carrier
distorts its surrounding lattice resulting in the formation of
a potential well. In the case of a small polaron this potential
well localizes the charge carrier at a single lattice site [10]. A
large polaron forms if the lattice distortion spreads over several
lattice sites [11–13].

Optical absorption spectroscopy in the near-infrared (NIR)
region allows studying the properties of polaron excita-
tions [14–17]. For example, Quijada et al. investigated the
temperature-dependent optical properties of La2/3Ca1/3MnO3,
La2/3Sr1/3MnO3, and Nd2/3Sr1/3MnO3 thin films. These com-
pounds undergo a temperature driven metal-insulator phase
transition which is accompanied by a huge spectral weight
transfer in the NIR range [16]. The authors observed that
phases with small polaron hopping conductivity involve an ab-
sorption maximum at �ωmax ≈ 1–2 eV. Phases with metal-like
conductivity reveal a Drude-like feature in the infrared range,
which is interpreted in the framework of large polaron trans-
port. Similar trends in the crossover from small to large polaron
optical absorption are observed by Hartinger et al. [14].

Okimoto et al. presented temperature-dependent optical
conductivity spectra of low bandwidth Pr1−xCaxMnO3 (x =
0.4) single crystals up to photon energies of �ω � 1.2 eV
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obtained from NIR reflectivity data [18]. Their data indicate
a broad absorption feature around �ω ≈ 1 eV which was
interpreted in terms of intersite d-d transfer transitions of
the charge carriers. Evidence for small polaron absorption in
Pr1−xCaxMnO3 (x = 0.33) is presented by Saucke et al. in pn

manganite heterojunctions [19].
Commonly, the NIR optical conductivity of manganites

are interpreted in the framework of transition between Mn
3d states where O 2p states near the Fermi level are not
considered [18,20]. However, recent literature proves that
O 2p states are involved in NIR optical excitation [21].
Moreover, studies of the electronic structure of manganites
reveal a strong contribution of O 2p states to the upper valence
band edge [3,22–25].

Among the numerous studies on the optical properties of
manganites, systematic studies of the doping dependence are
rare [26]. Moreover, despite the recognition that the NIR
absorption in manganites carries polaron signature [14,16],
analytical expressions for the optical conductivity of polarons
provided by polaron theory, for instance in Refs. [27,28],
are rarely applied to experimental data. To our knowledge,
the only works in which polaron theory was used to fit
optical spectra of manganites and extract polaron properties
are Refs. [14,15,29,30]. However, a systematic study of the
temperature and doping dependence of polaron properties is
not provided in these works.

In order to systematically study the temperature and doping-
dependent optical properties of small polarons, which are
formed out of a O 2p-Mn 3d(eg) hybrid band, we present
temperature-dependent optical conductivity spectra as well
as dc conductivity data of Pr1−xCaxMnO3 (PCMO) thin
films in the doping range of 0 � x � 0.8. The polaronic
nature of the double peak excitation in the NIR is ana-
lyzed by quasiclassical small polaron theory. This allows
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for the approximate determination of the temperature and
doping-dependent polaron binding energy and the involved
phonon energies. The observed double peak structure is
discussed and interpreted in the framework of intersite polaron
hopping transitions and on-site Jahn-Teller (JT) like excita-
tions. Electronic structure calculations are presented which
allow for discussion of electronic band structure effects on
polaron excitation, in particular the effect of hybridization of
oxygen 2p and manganese 3d states at the upper valence band
edge. We critically discuss the applicability of quasiclassical
small polaron theory and derive conclusions on the coupled
electron-lattice dynamics in manganites which may initiate
further time-resolved experimental studies.

II. EXPERIMENT

Epitaxial PCMO thin films (x = 0–0.8) were prepared
by reactive ion-beam sputtering on single crystalline (001)-
oriented MgO substrate. Sputter targets of the selected
compositions (x = 0, 0.2, 0.35, 0.5, 0.8) were fabricated by
a solid state reaction from stoichiometric mixtures of the dry
Pr6O11, CaCO3, and Mn2O3 powders. Repeated milling and
calcinating lead to pure perovskite phases as revealed by x-ray
diffractometry. Finally, PCMO targets are cold-pressed and
sintered in air at 1370 K for 48 h. The ion-beam sputtering
process is performed in a gas mixture of xenon as working gas
and oxygen as reactive gas with partial pressures of 10−4 mbar
at a deposition temperature of 750 ◦C. The thin film samples
with the doping levels x = 0.2, 0.35, and 0.5 have been post-
annealed in air at temperatures of 800 ◦C (x = 0.35, 0.5) for
10 h and 1000 ◦C (x = 0.2) for 1–2 h. The thin films have
a thicknesses of t = 100–150 nm. All samples with x < 0.8
reveal epitaxial growth with preferential (001) orientation as
well as (110) orientation due to twinning. In contrast, the
sample with x = 0.8 shows (112)-oriented growth on MgO
under the same deposition conditions.

Temperature-dependent two-point resistance measure-
ments are performed with a source voltage of 1 V using
a closed cycle compressed helium cryostat. For colossal
magnetoresistance (CMR) measurements a Physical Proper-
ties Measurement System (PPMS) from Quantum Design is
used. Field cooled resistance R(T ) is measured in an applied
magnetic field of B = 9 T. The subsequent R(T ) heating curve
is measured in zero field.

Temperature-dependent optical absorption measurements
were performed in a Cary Varian 5e spectrometer with
unpolarized light in a wavelength range of 250–3300 nm
at temperatures between T = 80 and 300 K. To provide
temperature control the thin film samples were installed in
an Oxford Fast track Microstat H2 gas flow cryogenic system
cooled with liquid nitrogen. The absorption of the MgO
substrate was subtracted via reference measurements of a
blank substrate. The real part of the optical conductivity is
determined from the measured absorption coefficient α(ω)
via σ (ω) = ε0c0α(ω) in the limit of optically dense thin films
t � c0/nω, where c0 is the light velocity and n is the refractive
index. This approximation is particularly fulfilled in the
NIR range.

We performed density-functional calculations [31,32] with
the projector augmented wave method as implemented in

the CP-PAW code package [http://www2.pt.tu-clausthal.de/
paw/] [33]. We used a local hybrid density functional [34–36],
where a fraction of the exchange in the PBE functional is
replaced by an explicit Fock term [37]. The factors are 0.1
for Ca, Mn, and O atoms and 0.15 for Pr. For the Mn d states
this amounts to a screened U parameter of 2.3 eV and a
screened J parameter of 0.1 eV. In the local approximation,
the exchange correction is limited to the on-site terms in a
local orbital basis set.

III. QUASICLASSICAL THEORY OF SMALL
POLARON HOPPING

The polaron state is commonly described by three coupling
parameters α, λ, and γ which compare the energy scales of
the electron-phonon coupling energy g, the phonon vibrational
energy �ω0, and the electron kinetic energy D [38],

α ≡ g

�ω0
=

√
EP

�ω0
, λ ≡ EP

D
, and γ ≡ �ω0

J
. (1)

Small polarons are formed if the electron-phonon coupling
energy g is larger than the energy of the involved phonon
mode �ω0 and the polaron binding energy EP is larger than
the kinetic energy D of the electrons (2D denotes the electronic
bandwidth), i.e., λ � 1.

Both conditions are fulfilled in the low bandwidth mangan-
ite PCMO in zero magnetic field [6]. The adiabicity parameter
γ indicates whether the coupled electron-lattice dynamics is
governed by the electron motion (adiabatic, γ → 0) or by the
lattice vibration (antiadiabatic, γ → ∞).

Small polaron motion is commonly discussed in the
framework of the simple Holstein two-site model (Fig. 1),
which describes a single electron in a molecule consisting of
two equivalent lattice sites where the electron can hop between
the two sites. In the strong coupling limit λ > 1, the electron-
lattice interaction leads to a reorganization of the electronic
energy levels and a lattice distortion at the occupied site. The
distortion is described by the configurational coordinate qi

which characterizes the antisymmetric relaxation of the two
sites. It has the value –1 and +1 if the polaron is formed on
the left or right site, respectively. In the symmetric state (q1 =
q2 ≡ 0) the electronic states on the two sites are degenerate. A
finite electronic overlap integral J > 0 between the two sites
lifts the degeneracy at q1 = q2 ≡ 0 by a splitting energy of
2J . For a three-dimensional crystal, the tight-binding theory
relates the overlap integral J and the electronic bandwidth 2D

via J = D/Z. In an octahedral environment the number of
nearest neighbor sites is Z = 6.

Within the framework of the quasiclassical Holstein model,
the polaron dynamics is approximated by a combination of
quantum-mechanical electron dynamics and a classical vibra-
tional field. In the adiabatic limit, the temperature-dependent
resistivity due to thermally activated small polaron hopping
is [39]

ρ(T ) = ρ0T exp

(
EA

kBT

)
. (2)

The activation energy EA is related to the polaron binding
energy and the transfer integral [13]

EA = 1
2EP − J. (3)
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FIG. 1. (Color online) Scheme of small polaron excitations pre-
sented in the framework of the two-site model in the adiabatic limit
using parabolic potential surfaces to visualize a Franck-Condon-like
excitation at �ω ≈ 2EP and two relaxation channels, leading to
either hopping transfer or on-site relaxation. At low temperatures,
the broadening of the electronic levels 	 is determined by zero-point
phonon fluctuations. The potential energy of such two-site system is
determined by the electronic energy gain Eel ∝ −g

∑
fi qi (where

fi denotes the occupation of site i,
∑

fi = 1) and the energy
expended for the distortion of the lattice Edist ∝ +�ω0

∑
q2

i [40].
Hence, the potential energy at each site as a function of qi is
described by parabolic potential curves depending on the occupation
0 � fi � 1 of the one-electron orbital. Note that q denotes the relative
distortion of both sites.

Figure 1 also illustrates the Franck-Condon-like (adiabatic)
excitation of a bound small polaron from its ground state [40].
The ground state is broadened due to phonon fluctuations with
the energy variance 	. If the electronic overlap integral is
small so that D = ZJ � 	 is fulfilled [Eq. (6)], the optical
excitation of a small polaron requires twice the polaron binding
energy EP . From the excited state the polaron may relax
to ground state either on-site or to a nearest neighbor site,
resulting in a hopping transfer.

The quasiclassical theory on the basis of the Holstein
model also provides analytical expressions for the frequency-
dependent intraband absorption of polarons [11,27,28]. In the
adiabatic regime, the real part of the frequency-dependent
optical conductivity of noninteracting small polarons is given
by (Eq. 29 in Ref. [27]), see also Refs. [11,28,41],

σ (ω,T ) = σ (0,T )
sinh(2�

2ωmaxω/	2)

2�2ωmaxω/	2
exp

[
− (�ω)2

	2

]
, (4)

i.e., the absorption reveals a skewed Gaussian peak with a
maximum at �ωmax. The prefactor σ (0,T ) is the electrical dc
conductivity arising from phonon-assisted polaron hopping
motion. Equation (4) requires that the width of the absorption
peak is governed by the phonon induced broadening 	 of the
involved energy levels,

	2 = 8EP Evib, (5)

i.e., the effect of the electronic bandwidth 2D is small
(D � 	). At zero-point temperature the vibrational energy

Evib corresponds to Evib = �ω0/2. In the high temperature
regime (kT 	 �ω0) Evib is equal to the thermal energy, i.e.,
Evib = kT .

A rough estimate for PCMO based on �ω0 = 40–70 meV
[42,43], and 2D ∼ 850 meV (Sec. V A) gives 0 � γ < 1, i.e.,
γ is near the adiabatic to antiadiabatic crossover and, thus,
nonadiabatic effects have to be considered.

However, dynamical mean-field calculations (DMFT) for
small polaron optical conductivity show that small polaron
absorption gives rise to an absorption peak in the NIR with an
absorption maximum at [28]

�ωmax =
{

2EP , for 	 	 D [validity range of Eq.(4)]
2EP − D2

2EP
, for 	 � D

(6)

as long as γ < 1. Thus, corrections due to finite bandwidth
effects have to be taken into account. In particular, EP as
obtained from Eq. (4) corresponds to the lower limit of the
actual polaron binding energy.

IV. RESULTS

A. Temperature-dependent electrical resistivity
and optical absorption

Figures 2 and 3 give a brief overview on the temperature and
doping dependence of the electrical and optical conductivity.
The electrical resistance of the undoped PrMnO3 film is too
high for a suitable measurement with our electrical setup.
Therefore, only ρ(T ) measurements for 0.2 � x � 0.8 are
presented in Fig. 2(a).
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FIG. 2. (Color online) (a) Temperature-dependent resistivity of
PCMO 0.2 � x � 0.8 shows insulating behavior in the whole
temperature and doping range. The sample for x = 0.35 and x = 0.5
exhibit a pronounced CMR (inset) at B = 9 T. (b) The apparent
activation energies calculated from resistivity via Eq. (2) within finite
temperature intervals of 3 K. The almost temperature-independent
apparent energy at temperatures above 200 K gives the activation
barrier in the paramagnetic charge-disordered state.
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FIG. 3. (Color online) Optical conductivity of PCMO films for
increasing doping level from x = 0 (a) to x = 0.8 (e) measured at
T = 300 K (solid black line) and T = 80 K (dashed black line). The
red hatched curves [peaks (C) and (D)] and blue hatched curves [peaks
(A) and (B)] designate fit results from application of small polaron
theory Eq. (4) to peaks (A) and (B) and Lorentzian functions to peaks
(C) and (D), respectively. In the spectra (b)–(e) the sums of the fit
curves are illustrated by the light-gray dashed lines.

With increasing doping level the resistivity decreases.
Moreover, the ρ(T ) trends are consistent with thermally
activated hopping polaron transport behavior [Eq. (2)]. Since
the activation barrier significantly changes with the onset
of charge ordering and accordingly with temperature, the
apparent temperature-dependent activation energy is plotted
in Fig. 2(b) [6]. The almost temperature-independent behavior
of EA(T ) for T > 200 K and 0.2 � x � 0.5 is characteristic
of thermal activated hopping of small polarons.

The samples with x = 0.35 and x = 0.5 exhibit a pro-
nounced CMR when a magnetic field of B = 9 T is applied
[see inset of Fig. 2(a)]. As shown in Ref. [6], the occurrence
of a CMR and the presence of an ordering peak in the

EA(T ) characteristics at T ∼ 170–200 K is an indication for
the presence of the charge and orbital ordered (CO/OO)
phase at temperatures T < 200 K in zero magnetic field. Note
that the activation energies are not very different for the
hole-doped samples but significantly lower for the nominally
electron-doped sample with x = 0.8.

Figure 3 presents the real part of the optical conductivity
σ (ω) at room temperature and at T = 80 K for the PCMO films
(x = 0–0.8). For x = 0 we observe at least three absorption
bands in the measured photon energy range: One band (labeled
B) with small spectral weight centered at �ωmax ≈ 2.5 eV and
two bands (C) and (D) at �ω > 4 eV, i.e., in the ultraviolet
(UV) range. The feature (C) appears as a weak shoulder at the
low energy tail of the intense feature (D). In the doped PCMO
samples (x � 0) an additional absorption band (A) appears
in the NIR range. We denominate the features (A) and (B)
[blue curves in Figs. 3(b)–3(e)] as NIR transitions and the
features (C) and (D) (red curves in Fig. 3) as UV transitions.
With increasing doping level all absorption features exhibit a
pronounced shift to lower photon energies. Furthermore, the
spectral weight of the UV transitions seems to increase with
doping level. For x = 0.8 the absorbance is huge for photon
energies 3.5 < �ω < 6 eV and out of the detector range.

Since the polaronic nature of charge carriers emerges
predominantly in the low photon energy range, we focus our
investigations on the NIR transitions. However, for a reliable
analysis of these transitions we have to subtract the spectral
weight arising from the UV transitions which partly overlap
the NIR features. For this purpose we fit Lorentz oscillator
functions to the bands (C) and (D) [see Fig. 3(c)]. Quantitative
analysis of the fit parameters derived from Lorentz fitting of
the UV features has to be handled with care because further
absorption bands at higher energies, i.e., above the measured
spectral range, may contribute to the spectral weight in the UV
range. Thus, we restrict our analysis and discussion of the UV
absorption bands to a few qualitative arguments in Appendix A
of this article.

Figure 4 shows the optical conductivity σ (ω) at various
temperatures after subtraction of the UV absorption bands. The
temperature dependence of the NIR absorption is negligible
for x = 0. For x � 0.2 we observe a slight transfer of spectral
weight to lower energies with increasing temperature. The
transferred spectral weight increases with increasing doping
level which for x = 0.8 is embodied by a pronounced redshift
of the NIR absorption.

B. Application of the quasiclassical small polaron
theory to NIR absorption bands

As mentioned in the Introduction, we assume that the NIR
features correspond to intraband and interband transitions of
small polarons. Since both are expected to be phonon-assisted
and the fundamental nature and shape of polaron interband
and intraband transitions are very similar [44], we use the
quasiclassical model for small polaron intraband absorption,
i.e., Eq. (4), for the fitting of both NIR peaks.

The temperature dependence of the excitation energies,
i.e., the photon energies of the maximum absorption �ωmax

are illustrated in Fig. 5. Both peak positions exhibit similar
temperature trends, i.e., a decrease with increasing temperature
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FIG. 4. Temperature dependence of the optical conductivity for
increasing doping level from x = 0 (a) to x = 0.8 (e) after subtraction
of UV absorption bands. Temperature variations from 80 to 300 K are
indicated by arrows. The inset in (a) shows the whole spectral range
of the NIR feature for x = 0. The additional marginal absorption
at 0.8 eV may originate from defect states. This feature will not be
considered in the following discussion. Hatched Gaussian shaped
areas represent the fit of peaks (A) and (B) at room temperature
according to Eq. (4). The light-gray dashed line is the sum of the fit
curves.

and a maximum at low temperatures (T ≈ 170 K), which
seems to shift to lower temperatures with increasing hole
doping. Note that for the hole-doped samples �ω(A)

max ≈ 1
2 �ω(B)

max

at room temperature. We have, therefore, plotted �ω(A)
max(T ) and

1
2 �ω(B)

max(T ) in Fig. 5.
In the framework of the applied quasiclassical model

[Eq. (4)], the peak width 	 of polaron absorption feature
is related to the vibrational energy Evib of the involved
phonon mode [cf. Eq. (5)]. The temperature dependence of
Evib determined from the fit results via Eq. (5) is depicted
in Fig. 6 for both NIR absorption peaks. The vibrational
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FIG. 5. (Color online) Temperature dependence of the excitation
energies �ω(A)

max(T ) (solid symbols) and 1
2 �ω(B)

max(T ) (open symbols).
The error bars representing the fit error are included only if they are
larger than the symbol size.

energies for hole doped PCMO (x � 0.5) are roughly constant
at temperatures T < 
D

2 ∼ 150 K, i.e., below half of the Debye
temperature 
D , and increase almost linearly with temperature
for T > 
D/2. Some deviations from this simple behavior are
observed for x = 0.2 below 120 K. However, the most striking
difference is the entirely different temperature dependence
observed for the sample with x = 0.8.

Figure 7 summarizes the doping dependence of the fitting
parameters, i.e., the excitation energy at room tempera-
ture [Fig. 7(a)], the low-temperature vibration energy at
80 K [Fig. 7(b)], and the spectral weights at room temper-
ature [Fig. 7(c)]. Since the applicability of the semiclassical
model on the nominally electron doped sample (x = 0.8) is
questionable (see also Sec. V A), we have marked the fitting
parameters of this sample by parentheses.

For the sample with x = 0 we assign the absorption feature
ranging from 1.5 to 4 eV [Fig. 4(a)] to the peak (B), i.e.,
we expect that transitions related to peak (A) are absent (for
justification, see Sec. V A). We, therefore, derive the spectral
weight (SW) via integration over the optical conductivity in
the energy range 1.5 < �ω < 4 eV, i.e., SW (B) = ∫σ (ω) dω

and SW (A) = 0. Note that the doping dependence of the
spectral weights of both NIR features is very different, SW (B)
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for x = 0.2–0.8 calculated via Eq. (5). The significance of the fitting
results is reduced for 0.8 because a substantial part of the absorption
band (A) is outside the measured spectral range. Especially the fitting
of the low temperature spectra of x = 0.8 yields large error bars
because peaks (A) and (B) shift together hampering their separation
in the fitting procedure.

exhibits a maximum at x = 0.35, whereas SW (A) increases
with doping x.

The onset energies E
(A)
onset and E

(B)
onset of peaks (A) and

(B) are extracted via linear extrapolation of the low energy
shoulder of the fit curves according to Eq. (4). This is shown
exemplarily for x = 0.35 in Fig. 8(a). In doped PCMO samples
the onset energy of peak (A) corresponds to the optical gap.
The temperature dependence of the optical gap is shown in
Fig. 8(b). For x = 0.2 an optical gap E

(A)
onset > 0 appears in the

entire temperature range and exhibits only a weak temperature
dependence. For x � 0.35 the optical gap at room temperature
is small or even disappears in case of x = 0.5 and x = 0.8.
Whereas an optical gap is absent in the whole temperature
range for x = 0.8, it reveals a strong temperature dependence
in case of x = 0.35 and x = 0.5. For x = 0.5 we observe a gap
opening at T ≈ 200 K. The onset energy E

(B)
onset of peak (B) at

T = 80 K as a function of doping level is shown in Fig. 8(c).
For x = 0 we obtain E

(B)
onset via linear regression in the energy

interval 1.6 � �ω � 1.8 eV of the spectrum shown in Fig. 4(a).
Just as the optical gap, the onset energy E

(B)
onset reveals a strong

doping dependence, i.e., it drastically decreases between x = 0
and x = 0.5 and slightly increases again for x = 0.8.
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FIG. 7. (Color online) Doping dependence of (a) �ω(A)
max and

1
2 �ω(B)

max at room temperature and (b) E
(A)
vib and E

(B)
vib obtained via

fitting feature (A) (solid symbols) and feature (B) (open symbols).
The value of 1

2 �ω(B)
max for x = 0 is deduced from the spectral center

of gravity of the NIR band and the parameters for x = 0.8 are put
in parentheses (see explanation in the text). (c) Doping dependence
of the spectral weights of peak (A) (solid symbols) and (B) (open
symbols) at room temperature. The black line and the blue lines in (c)
represent theoretical doping dependencies according to ∼ x(1 − x)
and ∼ (1 − x), respectively. These relations will be considered in
Sec. V. The errors of the spectral weights are estimated by the spectral
weight of the respective peak fit which is outside the measured spectral
range, i.e., the fit area below the measurement threshold of 0.38 eV.
In (a), (b), and (c) the error bars are only shown if they exceed the
symbol size.

V. DISCUSSION

In the investigated doping and temperature range the optical
absorption spectra of PCMO reveal a typical small polaron
signature, i.e., peak-shaped NIR absorption bands and the ab-
sence of large polaron characteristics in terms of a Drude-like
absorption feature [14,16]. In addition, the resistivity reveals
the typical properties of small polaron mobility and, thus, the
application of quasiclassical small polaron theory [Eq. (4)] in
order to describe the NIR transitions seems to be reasonable.
In accordance with our results, Jung et al. find two absorption
bands in the NIR range of polycrystalline La1−xCaxMnO3

single crystals which they attribute to polaron hopping between
Mn3+ and Mn4+ sites and on-site JT transitions at the Mn3+
sites [26].

In order to identify the relevant transitions we have
performed calculations of the electronic structure for PCMO
with x = 0, 0.5, and 1 (Fig. 9). A detailed description of
the electronic structure calculations will be presented in a
forthcoming publication. Here we will mainly focus on the
main features with respect to the absorption spectra, i.e., the
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E

(A)
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(B)
onset via linear extrapolation of the low energy shoulder

of fit curves. (b) E
(A)
onset as a function of temperature for x � 0.2.

(c) The doping dependence of E
(B)
onset at T = 80 K. Error bars are

smaller than the symbol size.

band gaps, the Jahn-Teller (JT) splitting energies, and the
electronic bandwidths of the valence band.

For x = 0 and 0.5 the upper valence band edge (UVBE)
is dominated by O 2p-Mn eg(↑) hybrid states and the JT
effect leads to a center-to-center splitting EJT of the major-
ity spin O 2p-Mn eg(↑) hybrid band by EJT ≈ 2.1 eV (x =
0) and ≈ 1.7 eV (x = 0.5), respectively. The band gaps
amounts to EG(x = 0) ≈ 1.6 eV and EG(x = 0.5) = 0.6 eV.
For CaMnO3 the band gap has charge transfer character
with EG(x = 1) ≈ 1.8 eV. The main results from electronic
structure calculations and a comparison with the related
experimental values are summarized in Table I in Sec. V A.

According to the electronic structure calculations shown
in Fig. 9 and the interpretation by Jung et al. we assign the
peak (B) to on-site transitions between JT-split O 2p-Mn eg(↑)
hybrid bands and the peak (A) in the NIR range to the photon-
assisted (intersite) hopping of small polarons. UV transitions
(C) and (D) are identified as transitions between nonbonding
O 2p states at about −1 eV in Fig. 9 and minority-spin t2g(↓)
and eg(↓) states, respectively (details in Appendix A). These
transitions are marked by the blue arrows in Fig. 9.
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S
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FIG. 9. (Color) Band structure PCMO for x = 0 (top), x = 0.5
(middle), and x = 1 (bottom) presented as staple diagram. It reveals
oxygen states (red areas) and manganese states (t2g green and eg

yellow) near the Fermi energy. The total DOS including Pr/Ca states
is illustrated in black. The blue arrows in the band structure for x = 0
(top) indicate the optical transitions associated with peaks (B), (C),
and (D) (cf. Fig. 3). We attribute the absorption peak (A) (see text)
to intraband polaron hopping which cannot be illustrated in the band
structure scheme.

A. Quasiclassical small polaron model for PCMO

1. Intraband polaron hopping

The assignment of peak (A) to photon-assisted small
polaron hopping and the applicability of quasiclassical small
polaron theory can be examined by comparing the optically
and the thermally induced hopping. The prefactor σ (0,T ) in
Eq. (4) deduced from the absorption peak (A) and the mea-
sured dc conductivities σel(T ) = 1/ρ(T ) [Fig. 2(a)] at room

TABLE I. Comparison of electronic and polaronic parameters:
experimental (for T = 80 K) and DFT results for the transfer integrals
J and the JT splitting energies �ω(B)

max and EJT, the experimental onset
energy of JT transitions E

(B)
onset, and the fundamental band gap EG

gained from band structure calculations. The energies are given in
units of eV.

x J (theor) J (expt) (T = 300 K) EJT (theor) �ω(B)
max E

(B)
onset EG

0 0.092 – 2.1 2.4 1.55 1.6
0.2 – 0.093 – 1.6 0.51 –
0.35 – 0.111 – 1.5 0.44 –
0.5 0.073 0.107 1.7 1.4 0.37 0.6
0.8 – (0.096) – 1.2 0.48 –
1 – – – – – 1.8
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FIG. 10. Doping dependence of (a) σ (0,T ) gained from fitting
the optical conductivity (black spheres) and for comparison the dc
conductivity obtained via ρ(T ) measurement (open stars) and (b) the
transfer integral J determined via Eq. (7). Error bars are included
if they exceed the symbol size. For x = 0.8 the reliability of J

(parenthesized) is questionable.

temperature are presented in Fig. 10(a). Both conductivities
agree reasonably well and reveal the same doping dependence.

Moreover, the transfer integral J can be calculated from
the activation barrier EA and the polaron binding energy
EP = 1

2 �ω(A)
max according to Eq. (3) [11,13]. However, in doped

manganites with their high charge carrier concentration the
intersite Coulomb repulsion EC ≈ x e2/(12 ε0 εr a0) have to
be taken into account [6,28]:

J = 1
2EP − EA + EC. (7)

The estimated transfer integrals J of the order of 90 meV
are shown in Fig. 10(b). From the electronic structure cal-
culations we obtain bandwidth of the O 2p-Mn eg valence
band of 2D(x = 0)∼1.1 eV and 2D(x = 0.5)∼0.9 eV which
corresponds to transfer integrals J = D/Z ∼ 92 and 73 meV,
respectively (see Table I).

The consistency of the thermal and the optical conductivi-
ties as well as the agreement of experimental transfer integrals
and electronic structure calculations apparently verify the
applicability of the small polaron fit model and the assignment
of peak (A) to polaron hopping.

In addition, the obtained vibrational energies E
(A)
vib (T )

basically reveal the expected temperature trends, i.e., an
almost temperature-independent behavior characterized by the
zero-point phonon energy for T < 
D

2 ∼ 150 K and a linear
increase with a slope of roughly kT at higher temperatures
indicating thermal phonon broadening of the polaron absorp-
tion bands. The deviation from this temperature trend for
x = 0.2, i.e., the decrease of E

(A)
vib (T ) at low temperature may

be attributed to the presence of the ferromagnetic insulating
(FMI) phase at T < 180 K. Moreover, the vibrational energies
governing small polaron hopping transfer at T = 80 K in
hole doped PCMO (x � 0.5), E

(A)
vib = 1

2 �ω
(A)
0 ∼ 18–30 meV,

are roughly consistent with a band of vibrational Mn-O-Mn
tilt modes found in the energy range of �ω0 ∼ 30–50 meV

in PCMO at various doping levels [18,42,43,45]. These
modes change the octahedral tilting angle between nearest
neighbor sites and, thus, may facilitate the intersite hopping
transfer.

The spectral weight of polaron hopping transitions is
assumed to follow the doping relation ∼x(1 − x) [26]. This
theoretical doping trend is illustrated as the black line in
Fig. 7(c). Polaron hopping depends on the number of occupied
sites as well as unoccupied sites to which the polaron can hop.
Thus, SW (A) should reveal a maximum at x = 0.5, where the
probability to find an occupied site next to unoccupied site is
highest. For x = 0 polaron hopping is absent [in accordance
with our above made assumption that the peak (A) is absent]
and the energetically lowest absorption band is associated with
the interband JT transition (B). For x � 0.5 the spectral weight
SW (A) follows the expected trend. We attribute the deviation
for x = 0.8 to the failure of small polaron theory for fitting the
electron doped system (see details below).

(a) Limitation of the small polaron theory for fitting peak
(A) due to ordering effects. The quasiclassical small polaron
model [Eq. (4)] is an effective single polaron model. However,
the model disregards cooperative/long-range order effects. The
variety of ordered phases like CO, OO, AFM, and FM which
govern the PCMO phase diagram [46,47] is not taken into
account. Ordering effects have probably strong impact on
the hopping energy. For instance, we attribute the decrease
of �ω(A)

max(T ) for x = 0.2 with decreasing temperature below
180 K to the presence of a FMI phase appearing at low
temperatures in low doped PCMO samples. The ferromagnetic
spin coupling in the FMI phase leads to a decrease of the
activation energy and accordingly the polaron binding energy
[Eq. (6)] [48,49].

The increase of �ω(A)
max(T ) with decreasing temperature

for T > 180 K is presumably due the emergence of CO/OO
(Fig. 5). CO/OO ordering hinders the intersite hopping transfer
because of an additional energy barrier due to Coulomb
repulsion. This barrier gives rise to a gap in the optical
excitation spectrum in doping and temperature regimes with
CO/OO ordering [Fig. 8(b)]. For x = 0.2 the persistence of
the OO phase in the entire temperature range of 80–300 K
leads to an optical gap of E

(A)
onset ∼ 400 meV with marginal

temperature dependence [46,47]. In the case of x � 0.35 the
CO/OO-disordered phase transition manifests in the opening
of an optical gap at low temperatures [50]. Since the CO/OO-
disordered phase transition is of first order accompanied by a
phase separation, the change of the optical gap extends over a
large temperature range [7,8]. Despite the strong temperature
induced spectral weight transfer in x = 0.8 no optical gap
develops in this sample, although a transition to a CO phase
is expected for T < 200 K. Note that the optical gap opening
temperatures differ from the bulk charge ordering temperatures
which amount to about 250 K for x = 0.35 and x = 0.5
[46,47].

As a result of gap opening, the excitation energy �ω(A)
max for

optical hopping processes increases with emerging CO/OO
ordering. This effect is not considered in the small polaron
theory. Hence, the determination of the polaron binding energy
EP from �ω(A)

max according to Eq. (6) yields enhanced values of
EP in doping and temperature regimes with CO/OO ordering
compared to the effective polaron binding energy.
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(b) Limitation of the small polaron theory for fitting
peak (A) due to nonadiabatic and finite bandwidth effects.
Furthermore, the applicability of the small polaron fit model
is restricted to adiabatic hopping of polarons in the strong
coupling regime when the peak width is determined by the
phonon induced broadening, i.e., it requires γ � 1, λ > 1,
D � 	 (see Sec. III). We use the transfer integral deduced
via Eq. (7) [Fig. 10(b)] for an estimate of γ and λ. The
range of 0.4 � γ � 0.6 derived for x � 0.5 suggests that
the polaron ground state is formed within the adiabatic
regime. However, we find D ≈ 	. Thus, both limiting cases
for the determination of EP via Eq. (6) are not valid. The
approximation �ωmax = 2EP underestimates EP and thus the
derived coupling parameters λ are too small. For instance,
λ = EP

6J
= 0.6 for PCMO (x = 0.35) is usually attributed to

weak coupling according to the γ -λ phase diagram provided
by Fratini et al. [28]. Using the approximation �ωmax =
2 Ep − D2

2Ep
in Eq. (4) and D ≈ 430 meV (Fig. 9), one yields

EP ≈ 470 meV and λ = EP

6J
≈ 1.1 as an upper limit.

Furthermore, due to the underlying assumption D � 	, the
contribution of the electronic bandwidth 2D to the absorption
peak width is disregarded in Eq. (4). Since D ≈ 	, we
overestimate the energies of the involved phonon modes and
consider them only as order of magnitude estimates. With
�ω

(A)
0 ∼ 36–60 meV our results are of about 20% larger than

the energy of the Mn-O-Mn tilt modes found at 30–50 meV in
PCMO [18,42,43,51].

Consequently, the adiabatic small polaron model Eq. (4)
can be applied for yielding approximate values of the polaron
binding energy and phonon modes and their relative changes as
a function of temperature and doping. Polaron binding energies
reported in literature are of the same order as our results,
e.g., for La0.7Ca0.3MnO3 Yeh et al. have found 0.35 eV [52].
The same polaron binding energy of 0.35 eV is reported by
Loshkareva et al. for oxygen deficient CaMnO3 [15].

For x = 0.8, the model Eq. (4) seemingly cannot be
applied to the NIR absorption features, because the optical
conductivity does not show typical small polaron behavior. In
particular, the spectral weight of NIR transitions is shifted
to very low photon energies at room temperature. This
pronounced temperature dependence resembles somehow the
small to large polaron crossover characteristics such as in
La1−xCaxMnO3 and La1−xSrxMnO3 [14,16]. Since also the
temperature trends of E

(A)
vib (T ) are not consistent with a phonon

assisted peak broadening which is proportional to kT for
T > 
D

2 , we conclude that the application of quasiclassical
theory of small polaron absorption is inappropriate for PCMO
with x = 0.8.

2. Interband on-site Jahn-Teller transitions

As mentioned before we use Eq. (4) also for fitting peak
(B) identified as on-site JT transitions, even though they are
interband transitions whose excitation energy is governed by
band splitting. Our results for the excitation energy �ω(B)

max
allow for an estimate of the JT energy E0 which corresponds
to the net energy gained by forming a local JT-like lattice
distortion, i.e., the balance of the electronic energy gain −2E0

and the energy +E0 expended for lattice deformation [53].

Disregarding the impact of on-site Coulomb interaction U ,
the electronic band width 2D (strong coupling approximation
for JT-polarons D < E0) and ordering effects on the peak
position of (B) we can get an estimate of the upper limit of E0

from the excitation energy �ω(B)
max. The absorption maximum at

�ω(B)
max is determined by the total electronic energy difference

between downshifted (−2E0) and upshifted (+2E0) JT split
states and we can determine E0 via E0 = �ω(B)

max/4. In the case
of undoped PrMnO3 the JT excitation energy �ω(B)

max amounts
to �ω(B)

max(x = 0) ∼ 2.4 eV [Fig. 7(a)]. This corresponds to
a net JT energy gain of E0(x = 0) ∼ 0.6 eV which is in
good agreement with results obtained by other researchers for
LaMnO3 (E0 ∼ 0.5 eV) [22]. The shift of peak (B) to lower
photon energies with increasing x [Fig. 7(a)] suggests that
hole doping leads to a decrease of the JT splitting energy.
For the doped PCMO samples we obtain JT energies of
E0 = 0.2–0.4 eV, which are comparable with literature results
of doped manganites [52]. For PCMO x = 0.4 Thomas et al.
report E0 ≈ 0.1–0.3 eV [54]. The pronounced decrease of the
excitation energy of peak (B) from x = 0 to x = 0.2 may
be influenced by the cooperative ordering of JT distorted
octahedra (OO phase) at room temperature. Note that, in
general, the JT energy tends to be slightly increased in CO/OO
ordered phases (see Fig. 5).

With values of E
(B)
vib = 1

2 �ω
(B)
0 ∼50–60 meV the vibrational

energies gained from peak (B) for 0.2 � x � 0.5 are about
50% higher than the phonon energies of symmetric JT stretch-
ing and breathing modes at �ω0 = 71–78 meV [18,42,43,51].
These modes affect the Mn-O bond length and, thus, on-site
transitions between JT split states. We attribute the deviation
to an overestimation of the vibrational energy by the small
polaron fit model [Eqs. (4) and (5)] due to the disregard of
the impact of the electronic bandwidth 2D. Moreover, the
values for the vibrational energies involved in the interband
may suffer an enhanced impact of electronic bandwidth effects
because the width of both, the occupied as well as the
unoccupied JT band, affect the broadening of peak (B).

However, for x = 0.8 the application of the small polaron
model Eq. (4)] yields characteristic phonon energies for peak
(B) of the order of �ω0 = 2EB

vib ∼ 200 meV [see Fig. 6(d)]
which are significantly higher than the typical phonon energies
of 30−80 meV observed in manganites. Obviously Eq. (4)
cannot be applied meaningfully to fit JT interband transitions
in electron-doped PCMO, because JT splitting is drastically
reduced in this highly Ca-doped systems or even absent.
Furthermore, the strong spectral weight increase of peak (B)
with decreasing temperature [Fig. 4(e)] cannot be explained in
the framework of JT transitions.

In order to compare the experimental fit results with related
parameters obtained from the electronic structure calculations,
we summarize the JT excitation and onset energies, the
electronic overlap integrals, and the band gaps in Table I. The
onset energies E

(B)
onset for on-site JT transitions are correlated

with the electronic band gaps. For x = 0 the experimen-
tal low temperature onset energy E

(B)
onset(x = 0) ∼ 1.55 eV

nicely corresponds to the theoretical band gap EG(x = 0) =
1.6 eV (Fig. 9), whereas for x = 0.5 the experimental result
E

(B)
onset(x = 0.5) is smaller than the related theoretical band

gap. However, doping trends of the band gap and the JT
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onset energy are consistent, i.e., both decrease with doping
x [Fig. 8(c)] due to the decrease of JT the splitting energy EJT.

The theoretical values of EJT roughly correspond to the
photon excitation energies �ω(B)

max consumed in on-site JT
transitions (peak B). From electronic structure calculations
we obtain EJT ≈ 2.1 eV (x = 0) and ≈ 1.7 eV (x = 0.5) (be-
tween the band centers) which roughly matches the experimen-
tal values �ω(B)

max(x = 0) ∼ 2.4 eV and �ω(B)
max(x = 0.5) ∼

1.3 eV [Fig. 7(a)].
In the framework of mixed valent JT-distorted Mn3+ and

undistorted Mn4+ sites, the spectral weight of on-site JT
transitions SW (B) is assumed to decrease with hole doping
x because the depletion of eg electrons reduces the number of
JT split states. Accordingly, we expect a doping dependence as
SW (B) ∼ (1 − x) illustrated as the blue line in Fig. 7(c) [26].
As shown in Fig. 7(c), the obtained SW (B) follows the
expected trend for x � 0.35. However, for x � 0.2 our data
deviate from the expected trend of SW (B) ∼ (1 − x) and
exhibit a converse behavior. This deviation suggests a doping
induced change of the transition matrix element governing the
spectral weight of peak (B) which we suppose to be due to
doping-dependent changes in the contribution of O 2p states
to the UVBE as well as changes in the octahedral tilt (see
Appendix B).

B. Impact of O 2 p-Mn 3d hybridization: Jahn-Teller
and Zener polarons

In the literature two alternative pictures of the nature of
small polarons in hole-doped PCMO are discussed: (i) the
JT polaron describing the limiting case of a site-centered
carrier location involving mixed valence states Mn3+ and
Mn4+ [16,55]. This limit would apply if the valence band
is dominated by Mn eg states. (ii) Zener-type polarons
forming dimers of almost equivalent Mn(3+x)+ sites, where
the hole charge is located at the connecting O− site. Such
a dimer exhibits a flattened bonding angle. Zener polarons
may be relevant when the UVBE is dominated by O 2p

states [3,4,56,57]. The presence of static Zener-type polarons
in the CO state of PCMO at x = 0.5 was confirmed by Wu
et al. via structural analysis of electron diffraction patterns [4]
For x = 0.3 see Ref. [6].

Our results reveal that both Zener and JT polaron dynamics
is involved in hole doped PCMO. This is first of all suggested
by the band structure in Fig. 9: The valence band in hole
doped PCMO is JT split and simultaneously shows a strong
contribution of O 2p states. Consequently, the polaron ground
state formed after switching on the electron phonon-interaction
carries an electronic structure which originates from JT split
Mn eg states as well as from the O 2p orbitals. Second,
the agreement of the vibrational energy E

(A)
vib of the phonon

mode coupling to hopping transfer [peak (A)] with octahedral
tilt phonon modes for x � 0.5 gives evidence that Zener
polaron dynamics is involved in the optically induced polaron
hopping [18,42,43,51]. Indeed, the obtained values for JT
transitions 2E

(B)
vib are larger than the stretching and breathing

modes at �ω0 = 71–78 meV. However, considering the limits
of the small polaron theory [Eq. (4)] for fitting interband JT
transitions (discussed in Sec. V A) the vibrational energies
associated with peak (B) are consistent with the assumption

that JT dynamics is involved in the on-site excitation [peak (B)]
in hole doped PCMO. A further indication for the relevance
of JT as well as Zener polaron dynamics, is the observation
that hole doping in PCMO affects both, the number of JT split
states as well as the splitting energy [Figs. 7(c) and 7(a)]. In
the limiting case of mixed valence Mn3+, Mn4+ (JT polaron),
hole doping primarily reduces the number of JT split states, i.e.,
SW (B) ∼ (1 − x), whereas the JT splitting energy �ω(B)

max(x) is
expected to be constant over a large doping range. In the other
limit of equal Mn(3+x)+ valence states (Zener polaron), hole
doping decreases the splitting energy but the amount of split
states is independent of the doping level.

In the following we discuss the observed correlation
(�ω(A)

max ≈ 1
2 �ω(B)

max) between the polaron hopping [peak (A)]
and on-site JT excitation [peak (B)] [see Fig. 7(a)] in both
alternative frameworks of JT and Zener polaronlike ground
states. Figure 11 schematically shows the relevant initial and
final states during on-site JT excitation and intersite hopping
transfer.

In the picture of mixed valence ground state with pure
JT polarons (Fig. 11 left panel) the correlation of the
respective transition energies �ω(A)

max ≈ 1
2 �ω(B)

max [Fig. 7(a)] for
hole doped PCMO is easily understood in the adiabatic limit.
Here an electron of a JT distorted Mn3+ site is excited
into an undistorted next neighbor Mn4+ unit without JT
splitting. Accordingly, the optical induced hopping evolves at
�ω ≈ 2EP = 1

2 �ω(B)
max, i.e., the electronic contribution of the

polaron binding energy corresponds to the gain in electronic
energy due to JT distortion �ω(B)

max/2. The on-site excitation
evolves at �ω ≈ �ω(B)

max. In the nonadiabatic regime, hopping
of site-centered JT polarons requires less energy, i.e., �ω(A)

max <
1
2 �ω(B)

max, because the JT distortion follows the transferred
electron more or less immediately. This is contrary to our
observation that �ω(A)

max � 1
2 �ω(B)

max.
In the picture of equivalent Mn(3+x)+ − Mn(3+x)+ nearest

neighbor sites with intermediate valence state, the hopping
of hole states from one dimer to another involves initial
and final states split by the JT effect (Fig. 11 right panel).
�ω(B)

max depends on the Mn valence state and thus continuously
decreases with increasing doping level as actually revealed by
Fig. 7(a). This observation strongly supports the intermediate
valence scenario, depicted in the right panel of Fig. 11.
Whether the transition state during hopping transfer involves
a configuration, where the hole polaron is located at the Mn
site and forms an Mn4+ intermediate, where the JT splitting
is partially or totally lifted, depends on the competition
between electronic and structural dynamics. In the Zener
polaron picture an exact equality �ω(A)

max ≈ 1
2 �ω(B)

max can be
most easily understood in the nonadiabatic regime, where
the transition state of the hole may involve a non-JT split
Mn4+ state [Fig. 11(a) right panel]. In the adiabatic limit,
the slow response of the lattice on photoinduced electron
hopping leads to �ω(A)

max < 1
2 �ω(B)

max. However, the energies of
the involved octahedral tilt (�ω0 ∼ 30–50 meV) and JT modes
(�ω0 ∼ 71–78 meV) are in the same order of magnitude as
the electronic overlap integral J ∼ 70–100 meV (cf. Table I
in Sec. V A) and we expect that lattice deformation and
electron transfer evolve at the same time scales. Consequently,
neither the adiabatic nor the antiadiabatic limit is fully valid.
In perspective, time-resolved optical absorption experiments
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FIG. 11. (Color) Two alternative mechanisms leading to the double peak shape of σNIR and the relation 2EP = 1
2 �ω(B)

max for hole doped
PCMO in the limiting pictures of mixed Mn valence states (left) and equivalent Mn valence states (right): (a) Electronic scheme of adiabatic
JT on-site excitation representing a d-d transition in the JT polaron picture (left). In the Zener polaron picture (right) the JT transition may
have p-d charge transfer character. Adiabatic hopping between Mn3+/Mn4+ sites in the JT polaron picture and nonadiabatic hopping in the
Zener polaron picture between equal Mn(3+x)+ sites involving a Mn4+ transition state. (b) Schematic lattice configuration and local electronic
structure of the initial and final states for JT polaron hopping (left) and Zener polaron hopping (right). Notably, the JT energy in case of a Zener
polaron (right) is reduced compared to the JT polaron (left).

on the femtosecond scale may give clarification on what
time scale the lattice responds the electronic excitation and
to what extent adiabatic and nonadiabatic effects has to be
considered.

Furthermore, the energies of the JT breathing/stretching
mode and the Zener-type Mn-O-Mn tilt mode are in the same
order of magnitude, i.e., both dynamics couple to electronic
excitations on similar time scales [58]. Thus, they cannot be
independent from each other and the potential landscape of
the transition state determining the hopping excitation energy
�ω(A)

max is assumed to be very complex. In optically excited
states, the nature of the polaron, i.e., the coupling of the excited
charge with phonon modes, may even change.

In addition to changes in the speed of charge and lattice dy-
namics, temperature-dependent deviations from the �ω(A)

max ≈
1
2 �ω(B)

max relation may be caused by polaron or magnetic order.
For instance, CO/OO ordering has an enhanced impact on
optical intersite hopping, whereas on-site JT transition in small
polaron systems are less affected by ordering effects. This leads
to an increasing deviation from the observed room temperature
relation �ω(A)

max ≈ 1
2 �ω(B)

max with decreasing temperature. For
x = 0.2, the deviation from �ω(A)

max ≈ 1
2 �ω(B)

max can be assigned
to the OO phase which persists in the entire temperature
range [46,47].

VI. SUMMARY AND CONCLUSIONS

In the present article we have applied quasiclassical small
polaron theory describing the limiting case of the adiabatic

strong coupling where the electronic level broadening
is governed by phonons to fit doping and temperature-
dependent NIR absorption spectra of Pr1−xCaxMnO3 (x =
0, 0.2, 0.35, 0.5, 0.8) thin films. We retrieve the polaron
binding energy EP and the characteristic phonon energy �ω0

coupling to the polaronic state. The double peak shape of the
NIR absorption band observed for all doping levels x > 0 is
interpreted as a result of optically induced intersite polaron
hopping and on-site transitions between Jahn-Teller (JT)
split states. The obtained JT splitting energy decreases with
hole doping concentration as expected for an increasing Mn
valence state according to Mn(3+x)+ and thus supports the
presence of an intermediate Mn valence state in doped PCMO.
The presence of nearly equal Mn(3+x)+ valence states in
the ground state is further proven by electronic structure
calculations of the electronic band structure which reveal a
valence and conduction band formed by O 2p-Mn eg hybrid
states which are split due to the JT effect for x = 0,0.5,1.

The application of quasiclassical small polaron theory to
both types of phonon-assisted transitions gives a number of
interesting qualitative insights into the interplay of JT and
Zener polaron type of dynamics as well as rough quantitative
estimates of key polaron parameters. The obtained polaron
binding energies are of the order of EP ∼ 300–450 meV and
tend to decrease with increasing doping x. The estimated
vibrational energies coupling to the hopping transfer �ω

(A)
0 ∼

36–60 meV and on-site JT transitions �ω
(B)
0 ∼ 100–120 meV

are significantly larger than the characteristic Mn-O-Mn tilt
and Mn-O stretching modes in PCMO, because the effect
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of a finite electronic bandwidth is disregarded in the applied
analytical approximation.

Combining temperature-dependent dc-resistivity measure-
ment which provide the determination of the activation energy
EA with optical absorption spectra allows for an estimate of
the electronic overlap integral J and the electronic band width
2D. The obtained values J ∼ 100 meV are roughly consistent
with the theoretical calculations in Sec. V A. Absolute values
for EP , E0, �ω

(A)
0 , and �ω

(B)
0 need some corrections because

Pr1−xCaxMnO3 does not perfectly fulfill the adiabatic strong
coupling limit with phonon governed peak broadening. Finite
bandwidth and nonadiabatic effects in Pr1−xCaxMnO3 result
in an underestimation of EP and an overestimation of the
characteristic phonon energies.

Ordering effects like charge, orbital, or magnetic ordering,
which are not considered in the quasiclassical small polaron
model, has been found to affect the apparent polaron hopping
energy. Charge and orbital ordering can generate an additional
barrier for next neighbor polaron hopping and can lead to the
opening of an optical gap, whereas ferromagnetic ordering
in Pr1−xCaxMnO3 (x = 0.2) at low temperatures facilitates
hopping transport and may give rise to a decrease of the polaron
binding energy EP .

Our experimental and theoretical work advances the current
research on the optical properties of polarons by giving a
systematic study of the temperature and doping dependence
of the polaron properties. Our results give evidence for
the involvement of O 2p-Mn 3d(eg) states in the polaron
absorption and prove the relevance of Zener as well as Jahn-
Teller polaron dynamics in the NIR double peak absorption.
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APPENDIX A: PROPERTIES AND DOPING TRENDS
OF UV TRANSITIONS

On the basis of the presented electronic structure calcu-
lations (Fig. 9) the peaks (C) and (D) in the UV range are
identified as transitions from lower O 2p states (∼ 1–2 eV
below the Fermi energy) into minority t2g and eg states of
predominant 3d character. Transitions with t2g final states
[peak (C)] produce low spectral weight because t2g orbitals
are π type and reveal a small orbital overlap with O 2p(σ,π )
orbitals. Thus, the transfer integral governing σ/π ↔ π

transitions is small [21]. Moreover, weak π -σ type transitions
into majority eg states may be involved at the low energy tail
of the UV feature. Contrary, the spectral weight of peak (D)
arising from transitions into σ -type minority eg states which
have large orbital overlap with O 2p(σ ) orbitals is huge.

The redshift of the UV absorption bands with increasing
hole concentration observed in Fig. 3 reflects the trend in the
theoretical results (Fig. 9) which is probably a consequence of
the decrease of Hunds coupling energy EH , on-site exchange
interaction U , and JT splitting EJT accompanying the depletion
of conduction electrons.

The temperature dependence of UV transitions is marginal
in the measured temperature and doping range. Only peak
(C) exhibits weak temperature dependence, i.e., its intensity
increases with temperature which indicates that the optical
transition O 2p → Mn t2g underlying peak (C) is phonon
assisted.

APPENDIX B: OPTICAL MATRIX ELEMENTS FOR
ON-SITE JAHN-TELLER TRANSITIONS

We assume that the pronounced contribution of O 2p

states to the UVBE and hybridization with Mn eg found in
the electronic structure calculations may significantly affect
the optical matrix element governing on-site JT transitions.
Optical d-d transitions in crystals with octahedral symmetry
are generally dipole forbidden and should provoke weak
intensity a factor 100–1000 smaller than intensities associated
with spin and dipole allowed O 2p-Mn 3d transfer transitions
[UV transitions, peaks (C) and (D)] [15,21]. However, this
is experimentally not observed in our and also other optical
absorption studies which reveal rather high intensities for on-
site JT transitions in manganites, i.e., even almost comparable
with the intensity of UV absorption differing by at most
one order of magnitude [16,21,22,29]. The relevance of
O 2p states at the UVBE in combination with a coupling to
symmetry lowering vibrational Mn-O-Mn tilt modes, which
is the fundament for the formation of Zener polarons, may
enable dipole and spin allowed excitation channels and can
lead to pronounced absorption intensities of JT transitions in
agreement with experimental observations. Without coupling
to phonon modes with u symmetry, the on-site JT transition
remains parity forbidden even if O 2p states with u symmetry
are contributing because the JT split occupied and unoccupied
electronic bands have the same symmetry. A possible scenario
explaining the high intensity of JT transitions may be a
different coupling of the Mn-O-Mn tilt mode to an occupied
compared to an unoccupied JT split O 2p-Mn eg state. This
effect can also change the degree of O 2p contribution to both
JT split states. In this case, the on-site JT excitation has p-d
charge-transfer contribution which is dipole allowed.

We further assume that the optical matrix elements change
with the hole concentration due to a doping-dependent lattice
distortion [46] and O 2p-Mn eg reorganization at the UVBE
which cannot be understood in the framework of rigid
bands [59]. As a consequence the spectral weight of on-site
JT transition as a function of doping may deviate from the
simple relation ∼ (1 − x) which is just based on the electron
depletion of rigid bands with increasing doping level. This is
consistent with our result for SW (B)(x) [Fig. 7(c)].
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