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We theoretically study the magnetization inside a normal metal induced in an s-wave superconduc-
tor/ferromagnetic metal/normal metal/ferromagnetic metal/s-wave superconductor (S/F1/N/F2/S) Josephson
junction. Using the quasiclassical Green’s function method, we show that the magnetization becomes finite inside
the N . The origin of this magnetization is due to odd-frequency spin-triplet Cooper pairs formed by electrons
of equal and opposite spins, which are induced by the proximity effect in the S/F1/N/F2/S junction. We find
that the magnetization M(d,θ ) in the N can be decomposed into two parts, M(d,θ ) = M I(d) + M II(d,θ ), where
θ is the superconducting phase difference between the two Ss and d is the thickness of N . The θ -independent
magnetization M I(d) exists generally in S/F junctions, while M II(d,θ ) carries all θ dependence and represents
the fingerprint of the phase coherence between the two Ss in Josephson junctions. The θ dependence thus
allows us to control the magnetization in the N by tuning θ for a fixed d . We show that the θ -independent
magnetization M I(d) weakly decreases with increasing d , while the θ -dependent magnetization M II(d,θ ) rapidly
decays with d . Moreover, we find that the time-averaged magnetization 〈M II(d,θ )〉 exhibits a discontinuous peak
at each resonance dc voltage Vn = n�ωS/2e (n: integer) when dc voltage V as well as ac voltage vac(t) with
frequency ωS are both applied to the S/F1/N/F2/S junction. This is because M II(d,θ) oscillates generally in
time t (ac magnetization) with dθ/dt = 2e[V + vac(t)]/� and thus 〈M II(d,θ )〉 = 0, but can be converted into
the time-independent dc magnetization for the dc voltage at Vn. We also discuss that the magnetization induced
in the N can be measurably large in realistic systems. Therefore, the measurement of the induced magnetization
serves as an alternative way to detect the phase coherence between the two Ss in Josephson junctions. Our results
also provide a basic concept for tunable magnetization in superconducting spintronics devices.
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I. INTRODUCTION

The proximity effect is an important quantum phenomenon,
which occurs when a superconductor is attached to nonsuper-
conducting materials, where the pair amplitude of Cooper pairs
in the superconductor penetrates into the nonsuperconducting
materials [1]. A typical example is the Josephson effect,
which has been known as one of the macroscopic quantum
phenomena, characterized as dc current flowing without a
voltage drop between two superconductors separated by a thin
insulator (I ) or normal metal (N ) [2,3]. The Josephson critical
current in a superconductor/insulator/superconductor or su-
perconductor/normal metal/superconductor junction forming
a Josephson junction monotonically decreases with increasing
the thickness of I or N [1–3].

The proximity effect in s-wave superconductor/ferro-
magnetic metal (S/F ) hybrid junctions has been extensively
studied in the last decade because of its fascinating phenomena
and potential applications to superconducting spintronics [4–
23]. Due to the proximity effect between S and F in a
S/F junction, the spin-singlet Cooper pairs (SSCs) penetrate
into the F and acquire a finite center-of-mass momentum
proportional to the exchange splitting between up- and down-
spin bands in the F . The pair amplitude of SSC shows damped
oscillation with increasing the thickness of F . One interesting
phenomena induced by the damped oscillatory behavior of the
pair amplitude of SSC is a π state in a S/F/S junction, where
the current-phase relation in the Josephson junction is shifted

by π from that of the ordinary S/I/S or S/N/S junction
(called 0 state) [4–22]. It is expected that the π state can
be utilized for an element of quantum computing and circuit
[24–27].

Another intriguing proximity effect in S/F hybrid junc-
tions is the emergence of odd-frequency spin-triplet Cooper
pairs (STCs), although the S is an s-wave superconductor
[22,28]. Here, the anomalous Green’s functions of spin-triplet
components are odd functions with respect to the fermion
Matsubara frequency ωn. It should be noted that the anomalous
Green’s functions in bulk superconductors are generally even
functions with respect to ωn. When the magnetization in the F

is uniform in a S/F junction, not only the SSC, as described
above, but also the STC composed of opposite spin electrons
(i.e., total spin projection on z axis being Sz = 0) penetrates
into the F due to the proximity effect [22,29]. The penetration
length of STC with Sz = 0 (and also SSC) into the F is very
short and the amplitude of STC exhibits a damped oscillatory
behavior inside the F with increasing the thickness of F . The
penetration length is determined by ξF = √

�DF/hex, which
is typically an order of few nanometers [4–22]. Here, DF and
hex are the diffusion coefficient and the exchange field in the
F , respectively.

On the contrary, when the magnetization in the F is
nonuniform in a S/F junction, the STC formed by electrons
of equal spin (|Sz| = 1) can also be induced in the F . This
includes cases, for instance, where the F contains a magnetic
domain wall [30–36], the junction consists of F multilayers
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[37–55], the interface of S/F junction is spin active [56–61],
and the ferromagnetic resonance occurs [62–64]. Although the
pair amplitude of STC with |Sz| = 1 monotonically decreases
with increasing the thickness of F , the STC with |Sz| = 1 can
propagate into the F over a distance of the order of ξ0 =√

�DF/2πkBT (T : temperature), which is typically about
several dozen nanometers [65]. This is approximately two
orders of magnitude longer than the penetration length of the
SSC and the STC with Sz = 0. Therefore, the proximity effect
of STCs with |Sz| = 1 is called the long-ranged proximity
effect (LRPE).

Following the theoretical predictions, the STC in S/F

hybrid junctions has been confirmed experimentally [66–73].
The obvious way to observe the LRPE induced by the STC
with |Sz| = 1 is to directly measure the Josephson current
in Josephson junctions composed of F s [66–70]. Indeed,
the LRPE has been observed in S/F junctions with spin-
active interfaces [66,69,70] and in S/F multilayer systems
with noncollinear magnetization alignment between F layers
[67,68]. Recently, the variation of superconducting transition
temperature (TC) has been observed in S/F1/F2 type spin
valve structures as the direction of magnetizations in the two
ferromagnetic metals F1 and F2 is changed [71,72]. This is
also due to the LRPE induced by the STC as predicted in the
previous theoretical calculation [45].

An alternative way to prove the STC is to measure the spin
angular momentum carried by Cooper pairs because the spin
is finite for the STC but is zero for the SSC. Several theoretical
studies have already addressed this issue and examined the
magnetization induced by the STC in the various geometry of
S/F hybrid structures [22,40,42,48]. A F/S/F junction with
a spin valve structure is a typical geometry of such S/F hybrid
structures. When the magnetizations in the two F s separated
by the S are noncollinearly aligned, not only the STC with
|Sz| = 0 but also the STC with |Sz| = 1 becomes finite and
induces a finite magnetization inside the S as well as the two
F s [22,40,42].

Recently, the magnetization induced by the STC has also
been studied in Josephson -junction-type multilayer systems,
e.g., S/F/F/S, S/F/F/S/F , and rather complex symmetric
three-terminal S/F/F/S/F/F/S junctions [48]. It has been
pointed out that such Josephson junctions with metallic ferro-
magnetic multilayers, especially the symmetric three-terminal
S/F/F/S/F/F/S junction, may have promising potential for
superconducting spintronics applications with low dissipation
[48]. This is because the magnetization in this junction can
be well controlled by changing the superconducting phase
difference between the two outmost Ss without Jule heating.
Here, it should be noted that the thickness dS of S in the middle
layer sandwiched by the two ferromagnetic double layers has
to be dS � ξ 2

S/ξ0 (ξS: superconducting coherence length) in
order to observe clearly the magnetization in the middle S

layer induced by the STC [48]. However, in this case, the
superconductivity in the middle S layer is violently suppressed.
To prevent this from happening, for example, a three-terminal
Josephson junction composed of large superconducting elec-
trodes in the middle S layer is proposed [48,55,73].

In this paper, we focus on a much simpler Joseph-
son junction with metallic trilayers, i.e., a S/F1/N/F2/S

Josephson junction (see Fig. 1), which nowadays has been able
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FIG. 1. (Color online) Schematic illustration of the
S/F1/N/F2/S junction studied, where the normal metal (N )
is sandwiched by two ferromagnetic metals (F1 and F2) attached
to s-wave superconductors (Ss). Arrows in F1 and F2 indicate the
direction of ferromagnetic magnetizations. While the magnetization
in F2 is fixed along the z direction, the F1 is assumed to be a free
layer in which the magnetization can be controlled by an external
magnetic field within the yz plane with ϕ being the polar angle
of the magnetization. dS, dF1, dF2, and d are the thicknesses of S,
F1, F2, and N , respectively, with L = d + dF1, LF = L + dF2, and
LS = LF + dS. We assume that the magnetizations are uniform in
both F1 and F2 layers, and that dS � ξS.

to be fabricated experimentally [67,68,74], and theoretically
examine, by employing the quasiclassical Green’s function
method, the magnetization inside the N induced by the odd-
frequency STCs composed of electrons of equal and opposite
spins. Fixing the magnetization in F2 along the z direction
perpendicular to the junction direction (x direction), we show
that (i) the x component of the magnetization in the N is
always zero; (ii) the y component becomes exactly zero when
the magnetizations in F1 and F2 are collinear; and (iii) the z

component is generally finite for any magnetization alignment
between F1 and F2. We also show that the magnetization
in the N can be decomposed into two parts, θ -dependent
and θ -independent parts, where θ is the superconducting
phase difference between the two Ss in the S/F1/N/F2/S

junction. The θ -dependent magnetization is induced as a result
of finite coupling between the two Ss, while the θ -independent
magnetization always exists due to the proximity effect in S/F

hybrid junctions. We find that the θ -independent magnetization
decreases slowly with increasing the thickness of N , whereas
the θ -dependent magnetization decays rather rapidly. We
also investigate the dynamics of the magnetization in the N

when ac voltage is applied. Because of the ac voltage, the
superconducting phase difference θ is now time dependent
and accordingly the θ -dependent part of the magnetization
oscillates. However, we find that the θ -dependent part of the
magnetization is converted, when it is time averaged, from the
oscillating ac character to the time-independent dc character at
specific dc voltages, depending on the frequency of ac voltage,
if dc and ac voltages are both applied to the S/F1/N/F2/S

junction. Finally, we argue that the magnetization induced
inside the N can be large enough to be observed experimentally
in realistic settings.

The rest of this paper is organized as follows. In Sec. II,
we introduce a simple S/F1/N/F2/S junction consisting of
metallic trilayers and derive the analytical formulation of the
magnetization induced inside the N on the basis of Usadel
equation in the diffusive transport limit. It is clear from this
analytical formulation that the magnetization in the N is indeed
induced by the odd-frequency STCs. In Sec. III, we show the
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results of the magnetization as a function of the thickness
of N for different magnetization alignments of the two F s.
The θ dependence of magnetization, including the dynamics
when ac voltage is applied, is also discussed. Finally, the
magnetization induced by the STCs is estimated for a typical
set of realistic parameters in Sec. IV. The summary of this
paper is given in Sec. V. The spatial dependence of anomalous
Green’s functions in the N is discussed in Appendix A and the
local magnetization density induced inside the N is examined
in Appendix B.

II. JUNCTION AND FORMULATION

After introducing the Josephson junction studied, we first
formulate for this junction the anomalous Green’s functions in
the diffusive transport limit on the basis of the quasiclassical
Green’s function method and then derive the analytical
formulas of the magnetization induced inside the N .

A. S/F1/N/F2/S junction

As depicted in Fig. 1, we consider the S/F1/N/F2/S

junction made of normal metal (N ) sandwiched by two layers
of ferromagnetic metal (F1 and F2) attached to s-wave
superconductors (Ss). We assume that the magnetization in
F2 is fixed along the z direction perpendicular to the junction
direction (x direction), while the F1 is a free layer in which
the magnetization can be controlled by an external magnetic
field, pointing any direction in the yz plane, parallel to the
interfaces, with ϕ being the polar angle of the magnetization.
We also assume that the magnetizations in F1 and F2 are
both uniform. The thicknesses of S, F1, F2, and N are dS,
dF1, dF2, and d, respectively, with L = d + dF1, LF = L + dF2,
and LS = LF + dS. Furthermore, we assume that dS is much
larger than the superconducting coherent length ξS.

B. Anomalous Green’s functions

In the diffusive transport region, the magnetization inside
the N is evaluated by solving the linearized Usadel equation
in each region m (=F1, N , and F2) [20–22],

i�Dm∂2
x f̂ m(x) − i2�|ωn|f̂ m(x) + 2�̂(x) − sgn(ωn)hy

ex(x)

×{τ̂y,f̂
m(x)} − sgn(ωn)hz

ex(x)[τ̂z,f̂
m(x)] = 0̂, (1)

where Dm is the diffusion coefficient in region m, ωn = (2n +
1)πkBT/� with n = 0,±1,±2, . . . is the fermion Matsubara
frequency, sgn(A) = A/|A|, and τ̂y(z) is the y (z) component
of Pauli matrix. We assume that diffusion coefficients in
F1 and F2 are the same, i.e., DF1 = DF2 = DF. Note also
that {Q̂,R̂} = Q̂R̂ + R̂Q̂, [Q̂,R̂] = Q̂R̂ − R̂Q̂, and 0̂ is null
matrix. The anomalous part f̂ m of the (2 × 2) quasiclassical
Green’s function [56] is given by

f̂ m(x) =
(

f m
↑↑(x) f m

↑↓(x)

f m
↓↑(x) f m

↓↓(x)

)

=
(

−f m
tx (x) + if m

ty (x) f m
s (x) + f m

tz (x)

−f m
s (x) + f m

tz (x) f m
tx (x) + if m

ty (x)

)
, (2)

where the ωn dependence is implicitly assumed. Notice
that f m

s (x) is the anomalous Green’s function for the SSC,

whereas f m
tx(ty)(x) and f m

tz (x) represent the anomalous Green’s
functions for the STC with |Sz| = 1 and |Sz| = 0, respectively.
The s-wave superconducting gap �̂(x) is finite only in the S

and assume to be constant, i.e.,

�̂(x) =

⎧⎪⎪⎨
⎪⎪⎩

( 0 −�L
�L 0

)
, −dS < x < 0(0 −�R

�R 0

)
, LF < x < LS

0̂, other

. (3)

The exchange field 	hex(x) = [hx
ex(x),hy

ex(x),hz
ex(x)] due to the

ferromagnetic magnetization in the F s is described by

	hex(x) =

⎧⎪⎨
⎪⎩

h
y
ex	ey + hz

ex	ez, 0 < x < dF1

hex2	ez, L < x < LF ,

0, other

(4)

where h
y
ex = hex1 sin ϕ, hz

ex = hex1 cos ϕ (see Fig. 1), and 	ey(z)

is a unit vector in the y (z) direction. We assume that hex1 and
hex2 are both positive.

To obtain the solutions of Eq. (1), we impose appropriate
boundary conditions [75], i.e.,

f̂ S(x)|x=0 = f̂ F1(x)|x=0, (5)

f̂ F1(x)|x=dF1 = f̂ N(x)|x=dF1 , (6)

f̂ N(x)|x=L = f̂ F2(x)|x=L, (7)

f̂ F2(x)|x=LF = f̂ S(x)|x=LF , (8)

∂xf̂
F1(x)|x=dF1 = 1

γF
∂xf̂

N(x)

∣∣∣∣
x=dF1

, (9)

and

1

γF
∂xf̂

N(x)

∣∣∣∣
x=L

= ∂xf̂
F2(x)

∣∣∣∣
x=L

, (10)

where γF = σF/σN and σF(N) is the conductivity of F1 and F2
(N ). Moreover, in the present calculation, we adopt the rigid
boundary condition

σF

σS
� ξF1(2)

ξS
, (11)

where σS is the conductivity of S in the normal state
and ξF1(2) = √

�DF/hex1(2) [21]. Assuming that dS � ξS, the
anomalous Green’s function in the Ss attached to F1 and F2
can be approximately given as

f̂ S
s (x)|x=0(LF) = −τ̂y

�L(R)√
(�ω)2 + |�L(R)|2

, (12)

where �L(R) = �eiθL(R) (�: real) and θL(R) is the superconduct-
ing phase in the left (right) side of Ss (see Fig. 1).

Assuming that dF1/ξF1 � 1, we can perform the Taylar
expansion for f̂ F1(x) as follows [41,76]:

f̂ F1(x) ≈ f̂ F1(dF1) + (x − dF1)∂xf̂
F1(x)|x=dF1

+ (x − dF1)2

2
∂2
x f̂ F1(x)

∣∣∣∣
x=dF1

. (13)
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Using the boundary conditions given in Eqs. (5) and (9) for
Eq. (13) and substituting Eq. (13) into Eq. (1), f̂ F1(x) can be
approximately expressed as

f̂ F1(x) ≈ x

γF
∂xf̂

N(x)

∣∣∣∣
x=dF1

+ f̂ S1(0)

+ isgn(ωn)
h

y
exd

2
F1

2�DF
{τ̂y,f̂

S1(0)}

+ isgn(ωn)
hz

exd
2
F1

2�DF
[τ̂z,f̂

S1(0)]

− isgn(ωn)
(x − dF1)2

2�DF

{
hy

ex{τ̂y,f̂
S1(0)}

+ [τ̂z,f̂
S1(0)]

}
. (14)

Here we also assume that the exchange field hex1 in the F1
is much larger than kBT and thus the term �|ωn|f̂ F1(x) is
neglected in Eq. (14).

Similarly, assuming that dF2/ξF2 � 1, we can perform the
Taylor expansion for f̂ F2(x) and, using the boundary condi-
tions given in Eqs. (8) and (10), f̂ F2(x) can be approximately

expressed as

f̂ F2(x) ≈ −dF2

γF
∂xf̂

N(x)

∣∣∣∣
x=L

+ f̂ S2(LF)

+ x − L

γF
∂xf̂

N(x)

∣∣∣∣
x=L

+ isgn(ωn)
hex2d

2
F2

2�DF
[τ̂z,f̂

S2(LF)]

− isgn(ωn)
(x − L)2hex2

2�DF
[τ̂z,f̂

S2(LF)], (15)

where hex2 � kBT is also assumed.
The general solutions of f̂ N(x) are given as

f N
± (x) = AN

±ekNx + BN
±e−kNx (16)

and

f N
ty (x) = AN

y ekNx + BN
y e−kNx, (17)

where

f N
± (x) = f N

s (x) ± f N
tz (x) (18)

and kN = √
2|ωn|/DN. Applying the boundary conditions given in Eqs. (6) and (7) to Eqs. (16) and (17), and also using the

results in Eqs. (14) and (15), we can obtain the anomalous Green’s functions in the N as

f N
s (x) = −i

�L

Eωn

[
sinh[kN(x − L)] − kNdF2

γF
cosh[kN(x − L)]

]
Kωn

(d)

+ i
�R

Eωn

[
sinh[kN(x − dF1)] + kNdF1

γF
cosh[kN(x − dF1)]

]
Kωn

(d), (19)

f N
ty (x) = sgn(ωn)

�L

Eωn

h
y
exd

2
F1

�DF

[
sinh[kN(x − L)] − kNdF2

γF
cosh[kN(x − L)]

]
Kωn

(d), (20)

and

f N
tz (x) = sgn(ωn)

�L

Eωn

hz
exd

2
F1

�DF

[
sinh[kN(x − L)] − kNdF2

γF
cosh[kN(x − L)]

]
Kωn

(d)

− sgn(ωn)
�R

Eωn

hex2d
2
F2

�DF

[
sinh[kN(x − dF1)] + kNdF1

γF
cosh[kN(x − dF1)]

]
Kωn

(d), (21)

where

Eωn
=

√
(�ωn)2 + �2 (22)

and

K−1
ωn

(d) =
(

kNdF1

γF
+ kNdF2

γF

)
cosh(kNd)

+
(

1 + kNdF1

γF

kNdF2

γF

)
sinh(kNd). (23)

From Eqs. (19)–(21), it is immediately found that f N
s (x)

describing the SSC is an even function with respect to ωn,
whereas f N

ty(tz)(x) describing the STC is an odd function with
respect to ωn since f N

ty(tz)(x) is proportional to sgn(ωn). Hence,
f N

ty(tz)(x) represents the odd-frequency STC.

It should be emphasized here that

lim
hex1→0

f N
ty (x) = 0 (24)

and

lim
hex1,hex2→0

f N
tz (x) = 0, (25)

whereas f N
s (x) is generally finite independently of hex1 and

hex2. This is due to the fact that the presence of F layers
are essential to induce the STC [22]. On the contrary, the
SSC is always induced inside the N in S/N junctions as well
as more complex S/N/F junctions [64]. Notice also that (i)
f N

tx (x) = 0 because the exchange field in the F1 does not have
the x component, and (ii) f N

ty (x) is exactly zero when ϕ = 0
or π as f N

ty (x) ∝ h
y
ex. The spatial dependence of anomalous

Green’s functions in the N is discussed in Appendix A.
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C. Induced magnetization in normal metal

Within the quasiclassical Green’s function method, the
magnetization 	M(d,θ ) induced inside the N is given [31,40]
as

	M(d,θ ) = [Mx(d,θ ),My(d,θ ),Mz(d,θ )]

= A

V

∫ L

dF1

	m(x,θ )dx, (26)

where θ = θR − θL is the superconducting phase difference
between the outmost Ss in the junction and

	m(x,θ ) = [mx(x,θ ),my(x,θ ),mz(x,θ )]

= −gμBπNFkBT
∑
ωn

sgn(ωn)Im
[
f N

s (x) 	f N∗
t (x)

]
(27)

with

	f N
t (x) = [

f N
tx (x),−f N

ty (x),f N
tz (x)

]
. (28)

Here, 	m(x,θ ) is the local magnetization density in the N , g

is the g factor of electron, μB is the Bohr magneton, and
A and V = Ad are the cross-section area of junction and
the volume of N , respectively. In the quasiclassical Green’s
function method, the density of states NF per unit volume
and per electron spin at the Fermi energy is assumed to be
approximately the same for up and down electrons in the N

[20–22].
It is apparent in Eq. (27) that f N

s (x) and 	f N
t (x) are both

required to be nonzero to induce finite 	m(x,θ ). However, as
described in Sec. II B, nonzero 	f N

t (x) occurs only when F

layers are involved in the junction and 	f N
t (x) = 0 whenever

f N
s (x) = 0 for �L = �R = 0. Therefore, the origin of the

magnetization in the N is considered to be due to the STCs
induced by the proximity effect [22,40,48]. Note also that
because of f N

tx (x) = 0 (see Sec. II B), mx(x,θ ) and thus
Mx(d,θ ) are always zero. Therefore, in the following, we only
consider the y and z components of 	M(d,θ ). More details of
	m(x,θ ) are examined in Appendix B.

Substituting Eqs (19)–(21) into Eq. (27) and performing
the integration with respect to x in Eq. (26), we can obtain
the y and z components of the magnetization induced inside
the N . The y component My(d,θ ) of the magnetization is
decomposed into two parts,

My(d,θ ) = M I
y(d) + M II

y (d,θ ), (29)

where

M I
y(d) = −gμBkBT

πNF�
2

2d

h
y
exd

2
F1

�DF

∑
ωn

K2
ωn

(d)F I
ωn

(d)

kNE2
ωn

(30)

and

M II
y (d,θ ) = gμBkBT

πNF�
2

2d

h
y
exd

2
F1

�DF

∑
ωn

K2
ωn

(d)F II
ωn

(d)

kNE2
ωn

cosθ.

(31)

Here, we have introduced

F I
ωn

(d) = kNdF2

γF
[1 − cos(2kNd)] +

[
1 −

(
kNdF2

γF

)2
]
kNd

− 1

2

[
1 +

(
kNdF2

γF

)2
]

sinh(2kNd) (32)

and

F II
ωn

(d) =
(

1 + kNdF1

γF

kNdF2

γF

)
kNdcosh(kNd)

−
[

1 − kNdF1

γF

kNdF2

γF
−

(
kNdF1

γF
+ kNdF2

γF

)
kNd

]
× sinh(kNd). (33)

Similarly, the z component Mz(d,θ ) of the magnetization is
decomposed into two parts,

Mz(d,θ ) = M I
z(d) + M II

z (d,θ ), (34)

where

M I
z(d) = gμBkBT

πNF�
2

2d

∑
ωn

K2
ωn

(d)

kNE2
ωn

[
hz

exd
2
F1

�DF
Ra

ωn
(d)

+ hex2d
2
F2

�DF
Rb

ωn
(d)

]
(35)

and

M II
z (d,θ ) = −gμBkBT

πNF�
2

2d

(
hz

exd
2
F1

�DF
+ hex2d

2
F2

�DF

)

×
∑
ωn

K2
ωn

(d)F II
ωn

(d)

kNE2
ωn

cosθ. (36)

Here, we have also introduced

Ra(b)
ωn

(d) = kNdF1(2)

γF
+

[
1 −

(
kNdF1(2)

γF

)2
]
kNd

− kNdF1(2)

γF
cosh(2kNd)

− 1

2

[
1 +

(
kNdF1(2)

γF

)2
]

sinh(2kNd). (37)

The θ -independent part of the magnetization, i.e., M I
y(d)

and M I
z(d), is due to the proximity effect common in S/F

junctions, similar to the one inducing the STCs in F/S/F and
S/F/F junctions [39,40,42,45,51,54]. On the other hand, the
θ -dependent part M II

y (d,θ ) and M II
z (d,θ ) of the magnetization

is induced by the coupling between the two Ss in the junc-
tion. Therefore, M II

y(z)(d,θ ) appears only when ferromagnetic
metallic multilayers constitute the Josephson junction [48].
It should also be noticed that My(d,θ ) becomes zero when
ϕ = 0 or π since M I

y(d) and M II
y (d,θ ) are both proportional to

h
y
ex = hex1 sin ϕ. In contrast, Mz(d,θ ) is generally nonzero for

any ϕ.
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(a)
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( ),zM d θ

FIG. 2. (Color online) (a) The y component My(d,θ ) and (b) the
z component Mz(d,θ ) of the magnetization in the N for ϕ = 0,
corresponding to the parallel magnetization configuration between
F1 and F2. For other parameters, we set T/TC = 0.3, θ = 0, γF =
0.1, dF1/ξD = 0.3, dF2/ξD = 0.2, hex1/�0 = 30, and hex2/�0 = 20.
For comparison, M I

z(d) and M II
z (d,θ ) are also plotted separately in (b).

III. RESULTS

A. Thickness dependence of magnetization in normal metal

Let us first numerically evaluate My(d,θ ) and Mz(d,θ )
in the N obtained in Eqs. (29)–(37). For this purpose, the
temperature dependence of � is assumed as

� = �0 tanh

(
1.74

√
TC

T
− 1

)
, (38)

where �0 is the superconducting gap at zero temperature
and TC is the superconducting transition temperature [77].
Figures 2–4 show the typical results of the magnetization in
the N as a function of thickness d of the N normalized by
ξD = √

�DN/2πkBTC.
Figure 2 represents the results for ϕ = 0 where the

magnetizations between F1 and F2 are parallel. As shown
in Fig. 2(a), the y component My(d,θ ) of the magnetization
is exactly zero since f N

ty (x) contributing to My(d,θ ) is zero in
the parallel magnetization configuration. On the other hand,
the z component Mz(d,θ ) has a finite value, as shown in
Fig. 2(b), because f N

tz (x) contributing to Mz(d,θ ) is nonzero
in the parallel magnetization configuration. Furthermore, the
induced magnetization Mz(d,θ ) is found to be negative, i.e.,
opposite to the magnetizations in F1 and F2. It is also found
in Fig. 2(b) that |Mz(d,θ )| monotonically decreases with
increasing d for d > ξD, but M I

z(d) decays rather slowly as

D/d ξ
0 1 2 3 4 5 6-0.1

0

0.1

0.2

0.3

0 1 2 3 4 5 60

0.05

0.1

D/d ξ

( )I
zM d

( )II ,zM d θ

(a)

(b)( ),zM d θ

FIG. 3. (Color online) (a) The y component My(d,θ ) and (b)
the z component Mz(d,θ ) of the magnetization in the N for ϕ =
π , corresponding to the antiparallel magnetization configuration
between F1 and F2. Other parameters are the same as in Fig. 2. For
comparison, M I

z(d) and M II
z (d,θ ) are also plotted separately in (b).

compared with M II
z (d,θ ). The difference of the decay rates for

d � ξD as well as the small d behavior in M I
z(d) and M II

z (d,θ )
will be further discussed below.

Figure 3 shows the results for ϕ = π where the magne-
tizations between F1 and F2 are antiparallel. As shown in
Fig. 3(a), the y component My(d,θ ) of the magnetization
is still exactly zero since f N

ty (x) contributing to My(d,θ )
is zero also in the antiparallel magnetization configuration.
However, the z component Mz(d,θ ) is finite and decreases
monotonically with increasing d for d > ξD [see Fig. 3(b)]. It
is also noticed in Fig. 3(b) that the sign of Mz(d,θ ) is positive
and is opposite to the one for ϕ = 0 [Fig. 2(b)]. The sign
reversal of Mz(d,θ ) will be further discussed below. It is also
observed in Fig. 3(b) that M I

z(d) decays slowly with respect to
d as compared with M II

z (d,θ ), similarly to the case when the
magnetizations in F1 and F2 are parallel. It should be noticed
however that Mz(d,θ ) becomes exactly zero in the antiparallel
magnetization configuration when dF1 = dF2 and |hz

ex| = |hex2|
because in this case M I

z(d) and M II
z (d,θ ) are both zero, as seen

in Eqs. (35)–(37) [see also Eqs. (41)–(43)].
Figure 4 shows the results for ϕ = π/2 where the mag-

netization in F1 is perpendicular to that in F2. As shown in
Fig. 4(a), the y component My(d,θ ) of the magnetization is
now finite since f N

ty (x) contributing to My(d,θ ) is nonzero
in this case. It is also found in Fig. 4 that both |My(d,θ )|
and |Mz(d,θ )| decrease monotonically with increasing d for
d > ξD. Moreover, it is clearly observed that the decay rate of
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FIG. 4. (Color online) (a) The y component My(d,θ ) and (b)
the z component Mz(d,θ ) of the magnetization in the N for ϕ =
π/2, corresponding to the case where the magnetization in F1 is
perpendicular to that in F2. Other parameters are the same as in Fig. 2.
For comparison, M I

y(z)(d) and M II
y(z)(d,θ ) are also plotted separately.

|M I
y(z)(d)| with respect to d is slower than that of |M II

y(z)(d,θ )|.
This is similar to the other cases discussed above in Figs. 2
and 3.

It is now instructive to consider limiting cases for the
magnetization M I

y(z)(d) and M II
y(z)(d,θ ) induced inside the

N and analyze the qualitative behavior with respect to the
thickness d of the N . For T ≈ TC and d � ξD, the y

components M I
y(d) and M II

y (d,θ ) of the magnetization are
approximately given as

M I
y(d) ≈ gμBNF�

2

2πkBT

h
y
exd

2
F1

�DF

ξN

d
(39)

and

M II
y (d,θ ) ≈ gμBNF�

2

πkBT

h
y
exd

2
F1

�DF
cosθe−d/ξN , (40)

whereas the z components M I
z(d) and M II

z (d,θ ) of the magne-
tization are approximately

M I
z(d) ≈ −gμBNF�

2

2πkBT

Hex

�DF

ξN

d
(41)

and

M II
z (d,θ ) ≈ −gμBNF�

2

πkBT

Hex

�DF
cos θe−d/ξN , (42)

where

Hex = hz
exd

2
F1 + hex2d

2
F2 (43)

and ξN = √
�DN/2πkBT (≈ξD at T ≈ TC). It is immediately

found in Eqs. (39)–(42) that M I
y(z)(d) decreases rather slowly,

i.e., algebraically, as 1/d, whereas M II
y(z)(d,θ ) decays expo-

nentially. This is indeed comparable with the numerical results
shown in Figs. 2–4.

Next, we discuss in the same limiting case the sign change
of Mz(d,θ ) by flipping the magnetization direction from the
parallel to the antiparallel configuration in F1 and F2. For
this purpose, we focus on Hex appearing in Eqs. (41) and
(42), the definition being given in Eq. (43). In the case
of parallel magnetization configuration, Mz(d,θ ) is always
negative, as shown in Fig. 2, simply because Hex is positive
(assuming that |θ | � π/2). On the other hand, in the case
of antiparallel magnetization configuration, hz

ex is negative.
Therefore, Mz(d,θ ) becomes positive when |hz

ex|d2
F1 is larger

than hex2d
2
F2, as shown in Fig. 3.

Let us now consider the opposite limit, i.e., d � ξD, at
T ≈ TC. In this limit, the y components M I

y(d) and M II
y (d,θ )

of the magnetization are approximately given as

M I
y(d) ≈ gμBNF�

2

πkBT

h
y
exd

2
F1

�DF

(
dF1

ξNγF
+ dF2

ξNγF

)−2

× dF2

ξFγF

(
dF2

ξNγF
+ d

ξN

)
(44)

and

M II
y (d,θ ) ≈ gμBNF�

2

πkBT

h
y
exd

2
F1

�DF

(
dF1

ξNγF
+ dF2

ξNγF

)−2

×
[

dF1

ξNγF

dF2

ξNγF
+

(
dF1

2ξNγF
+ dF2

2ξNγF

)
d

ξN

]
cos θ,

(45)

whereas the z components M I
z(d) and M II

z (d,θ ) of the magne-
tization are approximately

M I
z(d) ≈ −gμBNF�

2

πkBT

hex2d
2
F1

�DF

(
dF1

ξNγF
+ dF2

ξNγF

)−2

×
[

hz
ex

hex2

(
dF2

ξNγF
+ d

ξN

)

+
(

dF2

ξNγF

)2(
1 + γF

d

dF1

)]
(46)

and

M II
z (d,θ ) ≈ −gμBNF�

2

πkBT

(
hz

exd
2
F1

�DF
+ hex2d

2
F2

�DF

)

×
(

dF1

ξNγF
+ dF2

ξNγF

)−2[
dF1

ξNγF

dF2

ξNγF

+
(

dF1

2ξNγF
+ dF2

2ξNγF

)
d

ξN

]
cos θ. (47)

It is therefore readily noticed in Eqs. (44)–(47) that M I
y(z)(d)

and M II
y(z)(d,θ ) are linearly dependent on d and their slopes

are determined by the signs of h
y
ex and hz

ex. This is in good
qualitative agreement with the numerical results shown in
Figs. 2–4.
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FIG. 5. (Color online) The θ dependence of the magnetizations, (a) My(d,θ ) and (b) Mz(d,θ ), induced inside the N for ϕ = π/2,
corresponding to the case where the magnetization in F1 is perpendicular to that in F2. We set d/ξD = 1 for three different values of
γF indicated in the figures. Other parameters are the same as in Fig. 2.

B. θ dependence of magnetization in normal metal

In the previous section, we have focused on the d depen-
dence of the magnetization induced inside the N . Here, we
shall demonstrate that the magnetization can also be controlled
by the superconducting phase difference θ in the two Ss. The
most simplest way to tune θ experimentally is to apply dc bias
current to the junction, in which the dc Josephson effect can
be detected [78].

Figure 5 shows the y and z components My(d,θ ) and
Mz(d,θ ) of the magnetization induced inside the N as a
function of θ for different values of γF. Figure 5 clearly
demonstrates that the magnetization can indeed be controlled
by tuning θ . It should also be noticed that the magnitude of the
magnetization increases with decreasing γF. Therefore, γF is
an important parameter to increase the magnetization induced
inside the N .

C. Dynamics of magnetization in normal metal

Next, let us discuss an alternative way to control the
magnetization induced inside the N . Here, we consider the
S/F1/N/F2/S junction subject to both dc and ac external
fields, described by the voltage bias model [78], as schemati-
cally shown in Fig. 6. In this case, the superconducting phase
difference θ evolves in time t according to the following
well-known formula:

θ (t) = θ0 + 2eV t

�
+ 2evS

�ωS
sin(ωSt), (48)

S S

F1 F2

N

~
V ( )S Scosv tω

FIG. 6. (Color online) Schematic set up of the S/F1/N/F2/S

junction to observe dynamics of the magnetization induced inside the
N . This set up is based on the voltage bias model [78], where V is
the dc voltage, and vS and ωS are the amplitude and frequency of the
ac voltage, respectively.

where θ0 is a time-independent constant, V is the dc voltage,
and vS and ωS are the amplitude and frequency of the ac
voltage, respectively.

Substituting Eq. (48) into Eqs. (31) and (36), and using the
generating function of Bessel functions, we can easily find that
the θ -dependent parts of the magnetization in the N are given
as

M II
y (d,V,t) = gμBkBT

πNF�
2

2d

h
y
exd

2
F1

�DF
�(V,t)

×
∑
ωn

K2
ωn

(d)F II
ωn

(d)

kNE2
ωn

(49)

and

M II
z (d,V,t) = −gμBkBT

πNF�
2

2d

(
hz

exd
2
F1

�DF
+ hex2d

2
F2

�DF

)

×�(V,t)
∑
ωn

K2
ωn

(d)F II
ωn

(d)

kNE2
ωn

(50)

for the y and z components, respectively, where the V and t

dependence is explicitly shown in the left-hand sides. In the
above, we have also introduced

�(V,t) =
∞∑

m=−∞
(−1)mJm

(
2πvs

0ωs

)
cos[θ0 + (ωJ − mωs)t],

(51)

where ωJ = 2eV/� is the Josephson frequency, 0 = h/2e is
the flux quantum, and Jm(x) is the Bessel function of the first
kind (m: integer).

Let us now consider the time-averaged quantity [79]

δM II
y(z)(d,V ) = lim

T →∞
1

T

∫ T

0
dt M II

y(z)(d,V,t). (52)

As shown in Eqs. (49) and (50), the θ -dependent part
of the magnetization clearly oscillates in t . Therefore, the
time-averaged magnetization δM II

y(z)(d,V ) is zero except for
ωJ = mωS. This is simply because the coefficient proportional
to t in the cosine function of Eq. (51) becomes zero only when
this condition is satisfied. Indeed, the characteristic feature
of δM II

y(z)(d,V ) is clearly found in Fig. 7, i.e., δM II
y(z)(d,V )

showing nonzero values only at V = m�ωS/2e.
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FIG. 7. (Color online) Time average, (a) δMy(d,V ) and (b) δMz(d,V ), for the θ -dependent part of the magnetization M II
y (d,V,t) and

M II
z (d,V,t) induced inside the N for ϕ = π/2, corresponding to the case where the magnetization in F1 is perpendicular to that in F2. We set

d/ξD = 1, θ0 = 0, and πvS/0ωS = 1. Other parameters are the same as in Fig. 2.

IV. DISCUSSION

Finally, we shall approximately estimate the amplitude
of the magnetization induced inside the N . As shown in
Figs. 2–4, the magnetization in the N has a finite value in
the length scale of ξD. In dirty normal metals, ξD is in a range
of several dozen to several hundred nanometers since DN is
about 0.01–0.1 m2/s and TC is assumed to be a few kelvins
[65]. As indicated in Figs. 2–5, and 7, the amplitude of the
magnetization is estimated to be one to two orders smaller
than M0 = gμBNFkBTCξ 2

D/ξ 2
F2. When we use a typical set of

parameters, i.e., the density of states at the Fermi energy

NF = 1

4π2

(
2m

�2

)3/2

ε
1/2
F ≈ 5.4 × 1027 eV−1 m−3 (53)

with the Fermi energy εF ≈ 5 eV [80] (m: the electron mass),
TC = 9 K for Nb [65], ξD = 100 nm, and ξF2 = 5 nm [6,65],
we can estimate that M0 is approximately 31 000 A/m. It is
therefore expected that the magnetization induced inside the
N can be detected with the magnetization measurement by
SQUID [81].

V. SUMMARY

We have calculated the magnetization inside the N in the
S/F1/N/F2/S Josephson junction based on the the quasi-
classical Green’s function method in the diffusive transport
limit. By solving the Usadel equation, we have found that finite
magnetization is induced inside the N . We have shown that
the magnetization is due to the odd-frequency STCs formed
by electrons of equal and opposite spins, which are induced by
the proximity effect in the S/F1/N/F2/S junction. Fixing the
magnetization in F2 along the z direction perpendicular to the
junction direction (x direction), we have shown that (i) the x

component of the magnetization in the N is always zero; (ii) the
y component is exactly zero when the magnetization direction
between F1 and F2 is collinear; and (iii) the z component is
generally finite for any magnetization direction between F1
and F2.

Decomposing the induced magnetization into θ -
independent and θ -dependent parts, we have found that the

θ -independent part of the magnetization decays slowly with
increasing the thickness of the N , whereas the θ -dependent
part of the magnetization decays rather rapidly. While the
θ -independent part of the magnetization is generally induced
even in the S/F junctions due to the proximity effect,
the θ -dependent part of the magnetization results from the
finite coupling between the two Ss in the S/F1/N/F2/S

Josephson junction. We have also found that the time-averaged
magnetization in the N exhibits discontinuous peaks at
particular values of dc voltage when dc and ac voltages are
both applied to the S/F1/N/F2/S junction, implying that
the ac magnetization oscillation can be converted into the dc
component. We have discussed that the magnetization induced
inside the N can be large enough to be observed in typical
experimental settings. It is therefore expected that a Josephson
junction composed of ferromagnetic metallic multilayers such
as the one studied here can have a promising potential for low
Joule heating spintronics devices, where the magnetization
can be controlled by varying the superconducting phase
difference θ .
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APPENDIX A: SPATIAL DEPENDENCE OF ANOMALOUS
GREEN’S FUNCTIONS INSIDE NORMAL METAL

In this Appendix, we shall discuss the spatial dependence of
the anomalous Green’s functions inside the N . The analytical
solutions are obtained by solving the linearized Usadel equa-
tion (see Sec. II B) and are given in Eqs. (19)–(21). Figure 8
shows the typical results of the anomalous Green’s functions
inside the N for three different magnetization alignments
between F1 and F2, parametrized by ϕ (see Fig. 1). As
shown in Fig. 8(a), f N

s (x) does not depend on ϕ and exhibits
symmetric behavior with respect to x about the center of the
N . The ϕ independence is simply because f N

s (x) represents
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FIG. 8. (Color online) Spatial dependence of the anomalous
Green’s functions, (a) f N

s (x), (b) f N
ty (x), and (c) f N

tz (x), inside the
N at ωn = πkBT/� for ϕ = 0, π/2, and π indicated in (a). We set the
thickness d of the N to be ξD and θL = θR = 0. Other parameters
are the same as in Fig. 2. Note that the N layer is located in
0.3 � x/ξD � 1.3 for this parameter set.

the SSC, which can be induced even without F layers [see
Eq. (19)].

Figure 8(b) shows the spatial dependence of the anomalous
Green’s function f N

ty (x), corresponding to the STC with |Sz| =
1. For the collinear magnetization alignment, i.e., ϕ = 0 or
π , f N

ty (x) is exactly zero because f N
ty (x) is proportional to

the y component of the magnetization in F1 [see Eq. (20)].
Therefore, the local magnetization density my(x,θ ) and thus
the magnetization My(d,θ ) in the N is exactly zero in this case
(see Figs. 2 and 3). In contrast, f N

tz (x), corresponding to the
STC with |Sz| = 0, is generally finite, as shown in Fig. 8(c).
Therefore, the magnetization Mz(d,θ ) inside the N is generally
finite, as shown in Figs. 2–4.

It should be noticed here that although the analytical solu-
tions in Eqs. (19)–(21) indicate their exponential dependence

with respect to x, Figs. 8(b) and 8(c) suggest that f N
ty (x) for

ϕ �= 0,π and f N
tz (x) vary almost linearly. This seemingly linear

dependence is simply because of the parameter set chosen in
Fig. 8, where kNξD = √

T/TC ≈ 0.5 and hence kN(L − x) and
kN(x − dF1) in the exponents are no larger than 0.6.

APPENDIX B: LOCAL MAGNETIZATION DENSITY
INSIDE NORMAL METAL

In this Appendix, we will first provide the analytical
form of the local magnetization density induced inside
the N and examine the ϕ dependence. Within the quasi-
classical Green’s function method, the local magnetization
density 	m(x,θ ) inside the N is obtained by substituting
Eqs. (19)–(21) into Eq. (27). The y component my(x,θ )
of the local magnetization density can be decomposed into
θ -independent and θ -dependent parts

my(x,θ ) = mI
y(x) + mII

y (x,θ ), (B1)

where

mI
y(x) = gμBπkBT NF

h
y
exd

2
F1

�DF

∑
ωn

�2

E2
ωn

K2
ωn

(d)F 2
ωn

(x) (B2)
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0.1

FIG. 9. (Color online) (a) The y component my(x,θ ) and (b) the
z component mz(x,θ ) of the local magnetization density in the N

for ϕ = 0, corresponding to the parallel magnetization configuration
between F1 and F2. We set the thickness d of the N to be ξD and
other parameters are the same as in Fig. 2. For comparison, mI

z(x)
and mII

z (x,θ ) are also plotted separately in (b).
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and

mII
y (x,θ ) = −gμBπkBT NF

h
y
exd

2
F1

�DF

×
∑
ωn

�2

E2
ωn

K2
ωn

(d)Fωn
(x)Rωn

(x) cos θ. (B3)

Here, we have introduced

Fωn
(x) = sinh[kN(x − L)] − kNdF2

γF
cosh[kN(x − L)], (B4)

and

Rωn
(x) = sinh[kN(x − dF1)] + kNdF1

γF
cosh[kN(x − dF1)].

(B5)

Similarly, the z component mz(x,θ ) of the local magnetization
density can be decomposed into two parts

mz(x,θ ) = mI
z(x) + mII

z (x,θ ), (B6)

where

mI
z(x) = −gμBπkBT NF
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FIG. 10. (Color online) (a) The y component my(x,θ ) and (b) the
z component mz(x,θ ) of the local magnetization density in the N for
ϕ = π , corresponding to the antiparallel magnetization configuration
between F1 and F2. Other parameters are the same as in Fig. 9. For
comparison, mI

z(x) and mII
z (x,θ ) are also plotted separately in (b).
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FIG. 11. (Color online) The z component mz(x,θ ) of the local
magnetization density in the N for ϕ = π , corresponding to the
antiparallel magnetization configuration between F1 and F2. We set
dF1/ξD = dF2/ξD = 0.2 and hex1/�0 = hex2/�0 = 20. Other param-
eters are the same as in Fig. 9. For comparison, mI

z(x) and mII
z (x,θ )

are also plotted separately. Where ξF1 = ξF2 = ξF.

and

mII
z (x,θ ) = gμBπkBT NF

(
hz

exd
2
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+ hex2d
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)

×
∑
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FIG. 12. (Color online) (a) The y component my(x,θ ) and (b)
the z component mz(x,θ ) of the local magnetization density in the
N for ϕ = π/2, corresponding to the case where the magnetization
in F1 is perpendicular to that in F2. Other parameters are the same
as in Fig. 9. For comparison, mI

y(z)(x) and mII
y(z)(x,θ ) are also plotted

separately.
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Figure 9 shows the numerical results for ϕ = 0 where the
magnetizations between F1 and F2 are parallel. As shown in
Fig. 9(a), the y component my(x,θ ) of the local magnetization
density is exactly zero because f N

ty (x) contributing to my(x,θ )
is zero in the parallel magnetization configuration. On the other
hand, the z component mz(x,θ ) of the local magnetization
density has a finite value, as shown in Fig. 9(b), since
f N

tz (x) contributing to mz(x,θ ) is nonzero in the parallel
magnetization configuration. Furthermore, the induced local
magnetization density mz(x,θ ) is found to be negative, i.e.,
pointing the opposite direction to the magnetizations in F1
and F2. It should also be noticed that both mI

z(x) and mII
z (x,θ )

exhibit generally nonmonotonic behavior with respect
to x.

Figure 10 shows the numerical results for ϕ = π where
the magnetizations between F1 and F2 are antiparallel. As
shown in Fig. 10(a), the y component my(x,θ ) of the local
magnetization density is exactly zero since f N

ty (x) contributing

to my(x,θ ) is zero also in the antiparallel magnetization
configuration. On the other hand, as shown in Fig. 10(b), the
z component mz(x,θ ) of the local magnetization density has a
finite value since f N

tz (x) contributing to mz(x,θ ) is nonzero in
the antiparallel magnetization configuration. Furthermore, as
opposed to the case for ϕ = 0, the induced local magnetization
density mz(x,θ ) changes the sign from positive to negative
with increasing x. Note also that mII

z (x,θ ) is exactly zero for
the special case when dF1 = dF2 and |hz

ex| = |hex2|, as shown
in Fig. 11, and thus the local magnetization density is no longer
dependent on θ .

Finally, Fig. 12 shows the results for ϕ = π/2 where the
magnetization in F1 is perpendicular to that in F2. As shown in
Fig. 12(a), the y component my(x,θ ) of the local magnetization
density is now finite because f N

ty (x) contributing to my(x,θ ) is
nonzero in this case [see Fig. 8(b)]. Similarly to the previous
cases for ϕ = 0 and π , the z component mz(x,θ ) of the local
magnetization density is also finite [Fig. 12(b)].
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