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Anisotropic electronic mobilities in the nematic state of the parent phase NaFeAs
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Hall effect and magnetoresistance have been measured on single crystals of the parent phase NaFeAs under
a uniaxial pressure. Although significant difference of the in-plane resistivity ρxx(I ‖ a) and ρxx(I ‖ b) with
the uniaxial pressure along the b axis was observed, the transverse resistivity ρxy shows a surprisingly isotropic
behavior. Detailed analysis reveals that the Hall coefficient RH measured in the two orthogonal configurations
(I ‖ a axis and I ‖ b axis) coincide very well and exhibit a deviation from the high temperature background
at around the structural transition temperature Ts. Furthermore, the magnitude of RH increases remarkably
below the structural transition temperature. This enhanced Hall coefficient is accompanied by the nonlinear
transverse resistivity versus magnetic field and enhanced magnetoresistance, which can be explained very well
by the two-band model with anisotropic mobilities of each band. Our results together with the two-band model
analysis clearly show that the anisotropic in-plane resistivity in the nematic state is closely related to the distinct
quasiparticle mobilities when they are moving parallel or perpendicular to the direction of the uniaxial pressure.

DOI: 10.1103/PhysRevB.92.014510 PACS number(s): 74.70.Xa, 74.25.F−, 72.15.−v

I. INTRODUCTION

The multiband nature of iron based superconductors makes
them complex and charming [1–3]. In many iron based
superconductors, a nematic electronic state has been observed
or suggested in the normal state through measurements
of scanning tunneling spectroscopy (STS) [4–6], inelastic
neutron scattering [7–9], magnetic torque [10], point contact
tunneling [11], etc. The nematic state, by its definition, should
have a C2 symmetry of electronic property, which has been
indeed observed directly in the STS measurements. Usually the
normal state has a tetragonal structure at a high temperature,
and it changes to an orthorhombic phase at the structural
transition temperature Ts. In the orthorhombic phase, the
material will naturally form some twin boundaries, therefore
the macroscopic probes, like resistivity, would detect a global
feature of the twinned structure. However, if one applies a
strain along one of the principal axes and the temperature is
cooled down through Ts, the material will be in a detwinned
state and the resistive measurement would be possible to reveal
the nematic electronic state through the anisotropic resistivity.
This interesting state was indeed detected by the in-plane
resistive measurements in the Co-doped BaFe2As2 (Ba122)
phase [12–15] and NaFe1−xCoxAs (Na111) phase [16]. In
addition, in the hole-doped Ba122 phase [17] and Ca122
phase [18], a sign reversal of in-plane resistivity anisotropy has
been observed. Some theoretical models have been developed
to interpret the nematic behavior [19–21]. The central issue
is to answer, what is the driving force of nematicity, spin
fluctuations or charge/orbital fluctuations? For this purpose,
a great deal of research has been developed, including
Raman [22–24], optical [25,26], angle-resolved photoemission
spectroscopy (ARPES) [27,28], etc. However, as far as we
know, there is no consensus yet about what is the fundamental
mechanism of the nematic state. It would be interesting to
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know whether the nematicity is related to the structural and
antiferromagnetic (AF) transitions, or the orbital fluctuations.
By postannealing the samples, it was found that the distinction
of the in-plane anisotropic resistivity can be lowered down,
which initiates the discussion that the nematic state may
be related to the local impurity scattering [29,30]. In this
paper, we report the in-plane resistivity, Hall effect, and
magnetoresistivity measurements in the parent phase NaFeAs
under a uniaxial pressure with two orthogonal configurations:
I ‖ a axis and I ‖ b axis. Our results show an isotropic
transverse resistivity and Hall coefficient, indicating that the
significant in-plane anisotropic resistivity is purely coming
from the distinct quasiparticle mobilities in the nematic state.

II. EXPERIMENTAL TECHNIQUES

The NaFeAs single crystals were grown by flux method
using NaAs as flux. The details of synthesis were given in our
previous paper [31]. In this study, the Hall effect and mag-
netoresistivity measurements were performed simultaneously
on a Quantum Design instrument (PPMS) using a standard
six-lead method. The detwinning device used in this work
is the same as that used in our previous study [16]. As
shown in the inset of Fig. 1 on the left-hand side, a NaFeAs
single crystal with nearly a square shape (3.8×3.6×0.12 mm3)
is mounted on the detwinning device, and the device is
insulated by covering a piece of insulating sheet. The pressure
applied in this measurement was about 2.5 MPa (estimated
from the deformation of the spring under pressure and the
cross-sectional area of the sample). It has been suggested
that a modest pressure is enough to detwin most parts of the
sample [8,12]. As we know, in the orthorhombic phase, the
b axis naturally aligns in the direction of the applied uniaxial
pressure. Thus, the inset shows a configuration of the current
applied parallel to the a axis. The insets in Fig. 1 show a
photo (left) and a schematic picture (right) of the measurement
setup with the pressure applied along the b axis and I ‖ a

axis. Hall voltage was measured along the b axis in this case.
The measurement of the I ‖ b axis was performed on the
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FIG. 1. (Color online) Temperature dependence of normalized
in-plane resistivity for one NaFeAs single crystal under a uniaxial
pressure along the b axis. Here R̄a and R̄b represent the normalized
resistance when the measuring current is along the a axis and b

axis, respectively. Both resistances were normalized to the data at
T = 120 K for comparison. The insets show the measurement setup
with the pressure applied along the b axis and I ‖ a axis. For the
configuration with I ‖ b axis (not shown here), we made the new
electrodes on the same crystal and kept the pressure along the b-axis.

same sample with the electrodes rotated 90◦. The measuring
current was 1 mA. The longitudinal and transverse resistivity
were measured with sweeping magnetic field from −9 to
9 T at a fixed temperature. During the measurements, the
magnetic field was applied perpendicular to the ab plane of
the sample. The longitudinal resistivity ρxx was calculated by
the averaged value of the resistivity measured at the magnetic
fields with the same magnitude but opposite directions, while
the transverse resistivity ρxy was calculated by the difference of
the two corresponding values at positive and negative magnetic
fields to reduce the offset voltage caused by the possible
nonsymmetric electric contact.

III. RESULTS

Figure 1 shows the temperature dependence of the in-plane
resistivity for the NaFeAs single crystal under a uniaxial pres-
sure along the b axis. R̄a and R̄b are the normalized resistance
when the measuring current is along the a axis and b axis,
respectively. For a good comparison, both curves were normal-
ized to the data at T = 120 K. The kinky structures on the resis-
tance curve are related to the structure and antiferromagnetic
transitions. Following our previous method [16], the transition
temperatures Ts ≈ 52 K and TAF ≈ 43 K are determined from
the derivative curve of R̄b. A clear distinction between R̄a and
R̄b can be observed in the low-temperature region, which is
similar to that observed in our previous work [16] and some
122-type iron-based superconductors [12,14,15,29,32,33].
The temperature at which R̄a and R̄b start to deviate from each
other is defined as Tnem. According to the criterion defined in
our previous work [16], Tnem is determined on the temperature
dependence of the R̄b − R̄a curve (not shown here). In this
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FIG. 2. (Color online) Raw data of the Hall resistivity ρxy mea-
sured when the (a) I ‖ a axis and (b) I ‖ b axis are at temperatures
from 20 to 60 K, with the uniaxial pressure along the b axis. It is clear
that the Hall resistivities under these two configurations are very close
to each other. A nonlinear Hall resistivity versus magnetic field has
been observed below about 40 K.

case, Tnem is estimated to be 71 ± 5 K in this study, which is
well consistent with our previous report [16].

Figures 2(a) and 2(b) show the Hall resistivity ρxy measured
when the current is along the a axis and b axis, respectively.
The magnetic field dependence of Hall resistivity was mea-
sured at different temperatures up to 250 K, but the raw data
above 60 K were not shown here because the Hall resistivity
becomes very small. As shown in Figs. 2(a) and 2(b), a
nonlinear Hall resistivity versus magnetic field can be observed
below about 40 K, which is around the antiferromagnetic
transition temperature TAF. Making a comparison between
Figs. 2(a) and 2(b), one can see that the Hall resistivities under
these two configurations are very close to each other (with
a difference of less than 3%), which indicates a similar Hall
coefficient between these two configurations.

The temperature dependence of the Hall coefficient RH

for two different configurations, I ‖ a axis and I ‖ b axis,
are shown in Fig. 3. RH is determined from the slope of ρxy

in the low magnetic field region where the Hall resistivity
can be roughly regarded as a linear dependence of magnetic
field. The magnitude of RH obtained in this study is well
consistent with an earlier report in Ref. [34]. The negative
value of RH over the whole temperature region reveals that
the conduction is dominated by electronlike charge carriers.
Recalling the resistivity data we mentioned above, a clear
anisotropy between R̄a and R̄b can be observed. In sharp
contrast, the Hall coefficient shows a negligible difference

014510-2



ANISOTROPIC ELECTRONIC MOBILITIES IN THE . . . PHYSICAL REVIEW B 92, 014510 (2015)

FIG. 3. (Color online) Hall coefficient determined through
RH = dρxy/dH in the low magnetic field limit with a uniaxial pressure
along the b axis. For the two different configurations I ‖ a axis and
I ‖ b axis, the Hall coefficient shows a very similar temperature
dependence, in sharp contrast with the resistivity. The tiny difference
between the two sets of data of RH(T ) as shown in the inset were
induced by the uncertainty in measuring the size of the electrode
silver paste spots for the Hall voltage.

under these two configurations. Using the crossing point as
shown in the inset of Fig. 3, the Hall coefficient RH suddenly
increases at a temperature of about 56 K, which is close to the
determined structural transition temperature Ts.

Figure 4 shows the temperature dependence of the normal-
ized resistance for the two measuring configurations under
magnetic fields from 0 to 9 T. A significant anisotropy of
in-plane resistance can be observed below Ts as mentioned
above. In addition, a remarkable enhancement of magnetore-
sistance can be observed below antiferromagnetic transition

FIG. 4. (Color online) Temperature dependence of the normal-
ized resistance with the measuring configurations I ‖ a axis (filled
symbols) and I ‖ b axis (open symbols) under magnetic fields from
0 to 9 T. There is a significant anisotropy of in-plane resistance under
the two different configurations mentioned above.

FIG. 5. (Color online) Raw data of the magnetoresistance under
the two measuring configurations (a) I ‖ a axis and (b) I ‖ b axis.
The scaling according to Kohler’s rule is given in (c) and (d) with the
data shown in (a) and (b), respectively. One can see that Kohler’s rule
is severely violated.

temperature TAF. Although the resistivity shows the large
anisotropy for the two configurations, the magnetoresistance
[R(B) − R(0 T)]/R(0 T) seems very similar. Taking the val-
ues at 35 K for example, the ratio of the normalized resistances
in the two configurations is about 1.4 while the ratio of the
magnetoresistances is 1.08. Another interesting observation is
that below TAF, R̄a and R̄b at the same magnetic field decrease
in an almost parallel way with each other. In other words, R̄a

and R̄b show quite similar temperature-dependent behavior
below TAF under the same magnetic field.

Figures 5(a) and 5(b) show the field dependence of magne-
toresistance �ρxx/ρxx(0) under two measuring configurations,
I ‖ a axis and I ‖ b axis, respectively. Here �ρxx/ρxx(0) =
[ρxx(B) − ρxx(0 T)]/ρxx(0 T). As shown in Figs. 5(a) and
5(b), a large magnetoresistance can be observed below about
50 K. Obviously, the magnetoresistance under these two
configurations is close to each other, consistent with the results
mentioned above. According to Kohler’s rule, if only one
isotropic scattering time τ dominates in the transport property,
�ρxx/ρxx(0) should be a function of H/ρxx(0), then in a
Kohler plot �ρxx/ρxx(0) versus H/ρxx(0), the magnetore-
sistance data measured at different temperatures should be
scalable to one curve [35]. However, as shown in Figs. 5(c)
and 5(d), the data cannot be scaled to one curve at all, and the
Kohler’s rule is severely violated. We will try to understand
this discrepancy with the multiband effect in this material.

When the current was applied in different directions, the
transverse resistivity has almost the same field-dependent
behavior. As shown in Fig. 6(b), the value difference of ρxy

at μ0H = 9 T is about 3%, which is within the acceptable
error range of the transport measurements. However, the
difference ratio of magnetoresistance varies from −3.8% to
22.2%, which is obviously beyond the error range of the
transport measurements. Thus, magnetoresistance is regarded
as anisotropic.
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FIG. 6. (Color online) (a) Field dependence of magnetoresis-
tance at different temperatures when I ‖ a axis and I ‖ b axis. (b).
Temperature-dependent difference ratio of transverse resistance and
magnetoresistance at μ0H = 9 T.

IV. ANALYSIS ON THE MULTIBAND EFFECT

From the electric transport measurements, we found that
the resistive curves deviate from each other below Tnem

when the current is parallel or perpendicular to the b axis in
the detwinned sample. In sharp contrast, the Hall resistivity
is almost isotropic under the two different configurations.
Furthermore, a nonlinear Hall effect as well as a sizable
magnetoresistance are observed when the temperature is below
Ts, which is accompanied by the appearance of a nematic
electronic state. It is not easy to coherently understand the

data. The Onsager’s theorem would suggest that the Hall
effect is isotropic when the scattering rate takes a constant
across the Fermi surface. It was argued that the Hall coefficient
might be isotropic even with an arbitrary Fermi surface shape
[36]. While it may not be able to carry out a nonlinear
Hall effect, or the sizable magnetoresistance if no magnetic
scattering is involved. Furthermore, even within Onsager’s
theorem for a one-band model, it is unclear whether the
Hall effect is still isotropic if an anisotropic mobility or
scattering rate is involved. In addition, the violation of Kohler’s
rule suggests that the multiband effect may dominate the
electric conductance. From the measurements of ARPES, there
are four bands across the Fermi energy; the degeneracy of
the dxz and dyz band is lifted in the nematic sate in the
detwinned sample [27,28]. Transport properties seem to be
complex in a multiband system because the contributions of
each band entangle each other and give a total conductivity
tensor [37]. Since the band structure is quite complex in
this system, we use a two-band picture to investigate this
problem quantitatively by assuming that the difference of
the two measuring configurations would come from the two
main contributions [28], such as dxy + dxz and dxy + dyz with
different electron scattering affected by the electron-phonon
coupling and the impurity scattering.

We assume that the charge carrier density and the mobility
are anisotropic in the x or y direction, and use nij and μij =
eτij /mij as the charge carrier density and mobility of the ith
band (i = 1 or 2) in the j direction (j = x or y) with τij and
mij the scattering time and effective mass of the ith band in
the j direction. Based on the semiclassical Boltzmann theory
with the relaxation time approximation, the motion equations
for the charge carriers of the two-band model in the steady
state of the system when the current is along the x direction of
the sample can be described as

v1x = μ1x(Ex + v1yB), v1y = μ1y(Ey − v1xB), (1)

v2x = μ2x(Ex + v2yB), v2y = μ2y(Ey − v2xB). (2)

The net transverse current Jy = n1yev1y + n2yev2y must
be zero while ρxx = Ex/Jx and ρxy = Ey/Jx with Jx =
n1xev1x + n2xev2x . In this situation, the Onsager relation is
violated, i.e., σyx(B) �= −σxy(B). Then the longitudinal and
transverse resistivity in a system with anisotropic charge
carrier density and mobility can be expressed as follows:

ρxx(B) = Ex

Jx

= 1

e

n1yμ1y + n2yμ2y + (n1yμ2x + n2yμ1x)μ1yμ2yB
2

(n1xμ1x + n2xμ2x)(n1yμ1y + n2yμ2y) + (n1x + n2x)(n1y + n2y)μ1xμ1yμ2xμ2yB2
, (3)

ρxy(B) = Ey

Jx

= 1

e

n1yμ1xμ1y + n2yμ2xμ2y + (n1y + n2y)μ1xμ1yμ2xμ2yB
2

(n1xμ1x + n2xμ2x)(n1yμ1y + n2yμ2y) + (n1x + n2x)(n1y + n2y)μ1xμ1yμ2xμ2yB2
B. (4)

The resistivity and Hall coefficient at B = 0 read

ρxx(0) = 1

n1xeμ1x + n2xeμ2x

, (5)

RH(0) = 1

e

n1yμ1xμ1y + n2yμ2xμ2y

(n1xμ1x + n2xμ2x)(n1yμ1y + n2yμ2y)
. (6)
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In the situation of NaFeAs, when the current is along the a or b axis, the transverse resistivity can be written as

ρI‖a
xy = 1

e

n1bμ1aμ1b + n2bμ2aμ2b + (n1b + n2b)μ1aμ1bμ2aμ2bB
2

(n1aμ1a + n2aμ2a)(n1bμ1b + n2bμ2b) + (n1a + n2a)(n1b + n2b)μ1aμ1bμ2aμ2bB2
B, (7)

ρI‖b
xy = 1

e

n1aμ1aμ1b + n2aμ2aμ2b + (n1a + n2a)μ1aμ1bμ2aμ2bB
2

(n1aμ1a + n2aμ2a)(n1bμ1b + n2bμ2b) + (n1a + n2a)(n1b + n2b)μ1aμ1bμ2aμ2bB2
B. (8)

Since the transverse resistivity has the same magnetic-field-dependent behavior as ρ
I‖a
xy (B) = ρ

I‖b
xy (B) when the current is

along the a or b direction, so the coefficients of Eqs. (7) and (8) on the numerator should be the same. Then we get two
possible solutions: (1) n1a = n1b and n2a = n2b, or (2) μ1aμ1b = μ2aμ2b and n1a + n2a = n1b + n2b. In the same model, the
magnetoresistance (MR) can be described as follows:

MRI‖a(B) = μ1bμ2b(μ1a − μ2a)(n1an2bμ1a − n1bn2aμ2a)B2

(n1aμ1a + n2aμ2a)(n1bμ1b + n2bμ2b) + (n1a + n2a)(n1b + n2b)μ1aμ1bμ2aμ2bB2
, (9)

MRI‖b(B) = μ1aμ2a(μ1b − μ2b)(n1bn2aμ1b − n1an2bμ2b)B2

(n1aμ1a + n2aμ2a)(n1bμ1b + n2bμ2b) + (n1a + n2a)(n1b + n2b)μ1aμ1bμ2aμ2bB2
. (10)

If we apply one resultant μ1aμ1b = μ2aμ2b from the isotropic field-dependent transverse resistivity to the above two formulas,
we will also obtain MRI‖a(B) = MRI‖b(B), which is inconsistent with the experimental results as illustrated in Fig. 6(b). In
this case, the only conclusion from the isotropic transverse resistivity is the isotropic charge carrier density in this system, i.e.,
n1a = n1b and n2a = n2b. This naturally guarantees the isotropic field-dependent transverse resistivity.

ρI‖a
xy = ρI‖b

xy = 1

e

n1μ1aμ1b + n2μ2aμ2b + (n1 + n2)μ1aμ1bμ2aμ2bB
2

(n1μ1a + n2μ2a)(n1μ1b + n2μ2b) + (n1 + n2)(n1 + n2)μ1aμ1bμ2aμ2bB2
B. (11)

According to Eqs. (3)–(6), the longitudinal and the transverse
resistivity at a magnetic field based on the semiclassical
Boltzmann theory with the relaxation time approximation is
derived and can be simply expressed as

ρxx(B) = ρxx(0)

(
1 + P1B

2

1 + P2
2B2

)
, (12)

ρxy(B) = RH(0)

(
1 + Q1B

2

1 + Q2
2B2

)
B. (13)

Here P1, P2, Q1, and Q2 are fitting parameters and P2 = Q2

in a two-band system. In NaFeAs, the measured ρxy has
almost the same field-dependent behavior when I is along
the a or b axis. Then we use Eqs. (12) and (13) to fit the
experimental data of the longitudinal and transverse resistivity
with different current directions, and the fitting results are
shown as solid lines in Fig. 7. It seems that the two-band
model works very well to describe the experimental data. We
must mention that the fitting becomes less reliable at high
temperatures as the nonlinearity of the magnetoresistivity or
the nonlinear Hall effect become weaker, so we only show the
fitting parameters for the temperatures below 45 K in Fig. 8.
All the fitting parameters, including RH(0),P1,P2,Q1,Q2 seem
to have very little difference between the two configurations,
except for the longitudinal resistivity at zero magnetic field
[ρxx(0)] which is in agreement with the difference from the
original data. Although field-dependent longitudinal resistivity
is totally different in the two configurations when I ‖ a axis
or I ‖ b axis, the main difference is from ρ0. Compared with
the anisotropic zero-field resistivity, the difference ratio of
anisotropic MR shown in Fig. 6(a) is much smaller, and one

can naturally expect a relatively small difference of P1 and P2

as the coefficients of the B2 term in Eq. (12). Nevertheless,
we can still find about a 10% difference of P1 or P2 in the two
configurations as shown in Fig. 8, and the difference is much
larger than that of Q1 or Q2.

FIG. 7. (Color online) Field dependence of longitudinal and
transverse resistivity (symbols) and the corresponding theoretical
fitting results (solid lines) by using Eqs. (12) and (13) of the two-band
model.
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FIG. 8. (Color online) Fitting parameters of the experimental
longitudinal and transverse resistivity using Eqs. (1) and (2). The
resistivity at zero magnetic field shows an obvious anisotropy when
I ‖ a axis and I ‖ b axis, while all other fitting parameters seem to
have very little difference under the two configurations.

It should be noted that such analysis is based on the data
taken at temperatures below Ts, and in this range the mag-
netoresistance and the nonlinear Hall effect are clear enough
to investigate the different contributions from the two bands.
It seems that the two-band model can fit the Hall resistivity
and magnetoresistance very well, indicating that both the
nonlinear Hall resistivity and the strong magnetoresistance
are induced by the multiband effect. This is very similar
to the multiband effect in MgB2 [37]. In the following we
give a deeper insight based on a logical consideration. From
the analysis mentioned above, the charge carrier density of
each band can be argued to be isotropic according to the
experimental observation of isotropic transverse resistivity
and anisotropic longitudinal resistivity, while the mobility of
the two bands is anisotropic. In this case, it is clear that it
is the mobility that governs the strong anisotropic in-plane
resistivity. This conclusion is qualitatively consistent with
the one-band model where RH is equal to 1/ne, and ρxx =
1/(neμ). Therefore the anisotropic in-plane resistivity in the
nematic state is related to the mobility. It is worthy to mention
that, in principle, the fitting parameters P2 and Q2 should be
equal to each other in the two-band model [see Eqs. (9)–(11)],
but after the values are obtained from fittings to Eqs. (12) and
(13), respectively, we find that P2 and Q2 have about a 40%
difference as exhibited in Fig. 8(c) We do not know what the
detailed reason is for this discrepancy. It might suggest that the
two-band model is still too simple to catch up the whole physics
concerning the nonlinear Hall effect and magnetoresistance.
However, for the two different configurations, P2 and Q2 are
close to each other, therefore the argument mentioned above
is still valid.

V. DISCUSSION

Our experiments clearly show that the longitudinal resistiv-
ity ρxx becomes anisotropic below the nematic temperature
Tnem. However, the transverse resistivity ρxy and the Hall
coefficient are isotropic in the nematic state. After the
detailed analysis presented above, we conclude that the strong
anisotropic in-plane resistivity is related to the composed

mobilities n1μ1,j + n2μ2,j ; here ni (i = 1,2) and μi,j denote
the charge carrier density and the mobility of the ith band
when they are moving in the j direction (j = x,y). Our
logical consideration tells us that n1 and n2 will not depend
on the current direction, but the mobility of each band does.
Therefore it is the anisotropic mobility of each band that leads
to the clear in-plane anisotropic resistivity. To be precise, as
shown by Eq. (5), it is the difference between n1μ1a + n2μ2a

and n1μ1b + n2μ2b that gives rise to the significant in-plane
resistivity anisotropy. This is qualitatively consistent with
the previous results that postannealing may have a strong
influence on the anisotropic in-plane resistivity in the nematic
state [26] since the annealing changes either the number and/or
the potential of the scattering centers. Actually, the ARPES
data [27] reveal that the degeneracy of the dxz and dyz orbitals is
lifted in the nematic state; this naturally leads to a set of Fermi
surfaces with a C2 nature, and thus induces anisotropy of Fermi
velocity and scattering rate. A similar conclusion was also
drawn in the underdoped Ba1−xKxFe2As2 where the authors
interpret the sign reversal of the in-plane anisotropic resistivity
as the reason for anisotropic mobilities induced by the Fermi
surface topology evolution [17]. The in-plane anisotropic
resistivity as well as the nonlinear Hall effect together with an
anisotropic transverse resistivity were observed in an organic
superconductor κ-(BEDT-TTF)2Cu[N(CN)2]Br above about
30 K when a new Fermi surface sheet appears [38]. The
authors describe this as the strong deviation from the predicted
weak-field behavior [36]. Interestingly, in the nematic state
of iron-based superconductors, it was discovered that the
antiferromagnetic correlation is established along the a axis
after a uniaxial pressure is applied along the b axis. From our
data shown in Fig. 1, it is clear that the resistivity along the AF
direction (a axis) is smaller than that along the direction with
parallel spin alignment, the so-called ferromagnetic direction
(b axis); this suggests that the resistivity is not induced by the
spin scattering effect. This reminds us that, in the pseudogap
region of cuprate superconductors, the stripe phase is formed
with probably the anisotropic scattering along the two different
orthogonal directions. Recently, anisotropic charge dynamics
in detwinned Ba(Fe 1−xCox)2As2 samples have been observed
[25], which shows a difference of the scattering rate and the
Drude weight when the polarized light is aligned along the
two orthogonal directions. Since the effective Drude weight
is also influenced by the effective mass m∗, this experiment
gives partial support to our results and conclusion. Our
results here are calling for more angle-resolved spectroscopy
measurements to pin down whether the dramatic in-plane
anisotropic resistivity is purely induced by the different
mobilities along the two orthogonal directions.

VI. CONCLUSIONS

We measured the longitudinal and transverse resistivity of
a NaFeAs single crystal with the configurations I ‖ a axis and
I ‖ b axis when a uniaxial pressure is applied along the b axis.
The temperature dependence of longitudinal resistivity ρxx is
very different in the two configurations below the structural
transition temperature Ts; however, the transverse resistivity
ρxy and Hall coefficient show almost an isotropic behavior.
Large magnetoresistance and nonlinear Hall effect are also
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observed below Ts and Kohler’s rule is severely violated,
which suggests the multiband nature in the nematic state.
The two-band model with different charge carrier density and
mobilities is used to analyze the nonlinear Hall effect and the
magnetoresistance between the two configurations. A detailed
analysis indicates that the moving charge carrier densities n1

and n2 should be isotropic whatever the current direction
is; however, there is a clear difference of the composed
mobility n1μ1a + n2μ2a and n1μ1b + n2μ2b, which gives rise
to the puzzling and dramatic in-plane anisotropic resistivity
in the nematic state. The present work will stimulate the

investigation on the origin of the electronic nematicity in
iron-based superconductors.
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