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Theoretical models of hydrogen-induced defects in amorphous silicon dioxide
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We used density functional theory (DFT) calculations to model the interaction of hydrogen atoms and molecules
with strained bonds and neutral oxygen vacancies in amorphous silica (a-SiO;). The results demonstrate that the
interaction of atomic hydrogen with strained Si—O bonds in defect-free a-SiO, networks results in the formation
of two distinct defect structures, which are referred to as the [SiO4/H]° and the hydroxyl E’ center. To study the
distribution of each defect’s properties, up to 116 configurations of each center were calculated. We show that
the hydroxyl E’ center can be thermodynamically stable in the neutral charge state. In order to understand the
origins and reactions of this defect, different mechanisms of formation, passivation, and depassivation have been
investigated. The interaction of H with a single-oxygen vacancy in a-SiO, was studied in 144 configurations, all
resulting in the hydrogen bridge defect. The reaction of the hydrogen bridge defect with the second H atom is
barrierless and fully passivates the O vacancy. The latter defect reacts with atomic H with a small barrier, restoring
the hydrogen bridge defect. These results provide a better understanding of how atomic and molecular hydrogen

can both passivate existing defects and create new electrically active defects in amorphous-silica matrices.
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I. INTRODUCTION

Hydrogen is well known as a defect passivator in amorphous
Si0; (a-Si0;) and has been exploited in this role by both the
microelectronics and optics communities to suppress electri-
cally and optically detrimental defect states (such as the P,
and E’ centers) [1]. In addition, it is also known to take part in
various chemical and physical processes at Si/SiO; interfaces
and in bulk amorphous SiO, [2-6]. Examples of hydrogen-
and water-induced effects include hydrolytic weakening of
quartz and minerals [7], degradation phenomena in optical
fibers [8] and in SiO,-insulated electronic devices, such as
radiation damage [9-11], as well as injection-induced [12] and
bias-temperature instabilities [13,14]. Hydrogen-complexed
defects have been identified by using electron spin reso-
nance (ESR) methods, such as the hydrogen bridge [15,16],
the 74 G, and the 10.4 G doublet center [1,17,18]. Due to
the technological importance of a-SiO,, these defects are the
subject of intense research efforts across a range of disciplines,
but despite these efforts, the role of atomic hydrogen in silica
degradation processes is still poorly understood.

As a result of radiation-induced processes, radiolytic
hydrogen atoms can be released into the glassy a-SiO, core of
optical fibers. These H atoms have been postulated to interact
with the a-SiO, matrix, generating O—H groups which are
responsible for increased radiation-induced attenuation (RIA)
at ~1380 nm [19]. In contrast, hydrogen (and deuterium)
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loading of optical fibers has been shown to reduce RIA at
visible to near-ultraviolet (UV) wavelengths, although these
fibers show the same aforementioned increased RIA at higher
wavelengths [5]. The reduction in RIA after hydrogen loading
is thought to be due to hydrogen passivation of the defects
responsible for RIA at visible wavelengths. Radiolysis [20,21]
and photolysis of silica glass—e.g., using ArF and F,
lasers [22—-24]—readily creates high concentrations of atomic
hydrogen which diffuses rapidly through the silica network
with activation energies of about 0.2 eV [24,25]. These mobile
atoms interact with point defects in a-SiO,, such as Si dangling
bonds and passivated Si—H bonds, forming several H-related
paramagnetic centers characterized by ESR [22,23,26,27]. In
particular, a 0.08 mT doublet due to proton hyperfine splitting
has recently been assigned to a Si dangling bond coordinated
by two bridging oxygens and an OH group [called an E'(OH)
center], which is thought to result from a reaction of H° with
electronically excited strained Si—O bonds [22]. Although
H-related defects are abundant in optical-grade silica, their
formation mechanisms remain largely unknown.

Defect passivation by hydrogen has also long been ex-
ploited in the fabrication of electronic devices, with anneals in
H; and forming gas routinely employed to suppress electrically
detrimental states. However, analysis of defects in the most
chemically pure a-SiO, layers grown by thermal oxidation
of silicon and, therefore, not compromised by the presence
of other impurities, has also shown that a supply of hydrogen
during thermal treatment or illumination may lead to formation
of additional densities of intrinsic network defects [14]. Criti-
cally, they exceed the density of the same defects in identical
a-SiO; films processed in the absence of hydrogen [28]. These
additional defects are also predominantly Si dangling bonds
in SiO, (E’-type centers: Oz = Si*® entity, where the dot sym-
bolizes an unpaired electron [29]) or at the Si/SiO, interface
(Pp-type centers: Siz = Si® entity [30,31]), suggesting that
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H-induced bond rupture occurs in the ostensibly-defect-free
a-Si0; network and at the Si/a-SiO; interface. Accumulation
of hydrogen inside the a-SiO, films revealed by a variety of
methods firmly supports this conjecture and further suggests
that the broken bonds are passivated by hydrogen [32,33].
Although the Si—O bond rupture was initially correlated
with the presence of protonic species [34,35] formed by
hole trapping [36] or hydrogen ionization at the Si/SiO,
interface [37], the involvement of H® should also be considered
since it is far more abundant than radiolytic protons.

Previous theoretical studies have shown that neutral hy-
drogen, both atomic and molecular, interacts negligibly with
defect-free SiO; [38,39]. Moreover, neutral interstitial hydro-
gen atoms have been shown to be thermodynamically unstable
across the entire band gap in both crystalline [38] and amor-
phous [40] SiO, and exhibit a negative-U behavior [40,41].
Nevertheless, atomic hydrogen, both radiolytic [11] or injected
from metal electrodes in the process of annealing, is often
detected in quartz and in a-SiO, due to inefficient electron
transfer to or from electrodes or impurities defining the
Fermi level [11]. In contrast to defect-free a-SiO,, theoretical
studies have shown that both atomic and molecular hydrogen
interact with point defects in SiO,. Using a cluster model and
post Hartree—Fock (HF) methods, Edwards et al. studied the
interaction of hydrogen molecules with E’-type defects (i.e., an
O3 = Si® moiety) in o quartz [42]. The clusters studied were
terminated with O-H groups, with the terminating H atoms
fixed in space. They showed that the H, molecule dissociates
at an E’ center to leave behind a free H atom and a Si-H
bond, passivating the three-coordinated Si with a barrier of
0.78 eV. This calculated barrier is higher than the barrier
extracted experimentally by Li er al. [43], although both
experiment and theory find this passivation reaction to be
endothermic. Using similar cluster models and various post
HF methods, Kurtz et al. then showed that the barrier for
H, dissociation at E’ centers is closer to 0.3-0.4 eV when
nuclear tunneling of H is taken into consideration [44]. Their
results also showed that the various post-HF methods gave
different stabilities for the reactants and products, with all the
higher levels of theory predicting the H, dissociation reaction
at E’ centers to be endothermic as was the case with Edwards’
studies. Hybrid density functional theory calculations on
small clusters by Lopez et al. also indicate the H, cracking
reaction at E’ centers to be endothermic with a barrier of
less than 0.5 eV [45]. In a recent study we demonstrated
that H atoms can break strained Si—O bonds in continuous
a-SiO, networks, resulting in a new defect consisting of
a threefold-coordinated Si atom with an unpaired electron
facing a hydroxyl group (a so-called hydroxyl E’ center) [46].
However, the thermodynamic stability of this defect has not
been fully analyzed and the interaction of atomic H with O
deficient a-SiO, matrix has not been considered in detail in
previous publications.

In this paper, we use ab initio modeling to further investigate
the interaction of hydrogen with both continuous a-SiO;
network and with oxygen vacancies. We find that reactions
of atomic H with Si—O bonds in the bulk of stoichiometric
a-SiO; can create two distinct defect configurations, which we
call the [SiO4/H]O [see Fig. 1(b)] and the hydroxyl E’ center
[see Fig. 1(c)]. Hydrogen’s reaction with O vacancies leads
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FIG. 1. (Color online) Atomic configuration and spin density of
the two hydrogen-induced defect configurations and their precursor.
The Si atoms are the bigger yellow balls, the O atoms are the
smaller red balls, and the H atom is the small white ball in each
configuration. The spin densities are the blue, transparent polyhedra.
(a) An unperturbed SiO, tetrahedron. The circled bridging O center
has a statistically long Si—O bond which acts as a precursor for the
following hydrogen defect configurations. (b) The [SiO4/ H]° center.
Although the Si—O bond between the central Si and the O to which
the H is bound is still intact, it is highly strained and averages 1.99 A.
The spin density is localized on the central Si atom and two of its O
neighbors. A proton is attached to the bridging O at the bottom of
the configuration. (c) The hydroxyl E’ center. A three-coordinated Si
where the spin density is localized on the Si and its three O neighbors.
The three-coordinated Si faces a hydroxyl group.

to creation of an analog to the well-known hydrogen-bridge
defect in o quartz [38,47] where an unpaired electron faces an
Si—H bond rather than a hydroxyl group [see Fig. 6(b)]. We
then investigate the thermodynamic stability of these defects
and their passivation and depassivation reactions with atomic
and molecular hydrogen species.

II. DETAILS OF CALCULATIONS

We assume that atomic or molecular hydrogen injected into
a-SiO; network, e.g., from metal electrodes or created inside in
the result of radiation-induced processes or chemical reactions,
can explore the network due to low diffusion barriers [24,25].
As demonstrated in Ref. [46], elongated Si—O bonds are
prone to thermally activated chemical reaction with atomic
H with the reaction barrier ranging between 0.5 and 1.3 eV.
This barrier is higher for shorter Si—-O bonds. However, the
concentration of strained Si—O bonds is small and depends
on the sample preparation. The wide distribution of barrier
energies and small concentration of precursor sites emphasizes
the importance of studying large numbers of a-SiO, samples
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to obtain statistically meaningful results. The same applies
to O vacancies, which exhibit a wide distribution of Si—Si
distances, dependent on the position in the network and the
local environment [48].

The calculations presented in this work make use of
classical force fields to generate a-SiO, samples followed by
ab initio calculations to characterize the H interactions with
the a-SiO, network. The REAXFF force-field [49] was used
to generate 116 periodic models of amorphous SiO,, each
containing 216 atoms. REAXFF was parametrized to reproduce
the properties of various silica polymorphs, small silica
clusters, and silicon polymorphs [50]. All classical atomistic
simulations were performed using the LAMMPS code [51].
Defect-free continuum random network a-SiO, structures
were produced by using molecular dynamics simulations by
melting crystalline SiO; structures and quenching the melt into
an amorphous state, as described in a previous publication [52].
Densities of the REAXFF a-SiO; structures ranged from 1.99
to 2.27 g/em?, averaging 2.16 g/cm?. These values fall within
the range of densities known for a-SiO,.

Density functional theory (DFT), implemented in the CP2K
code, was used to further optimize the REAXFF structures
and calculate their electronic structures [53]. All 116 defect-
free REAXFF structures were optimized and then used to
study the interaction of H with the a-SiO, network, with
results described in Sec. III A. In addition, individual oxygen
atoms were removed from a single a-SiO; structure to
create 144 neutral oxygen vacancies, whose interaction with
hydrogen is described in Sec. III B. The nonlocal functional
PBEO_TC_LRC was used in all calculations with a cutoff
radius of 2.0 A for the truncated Coulomb operator [54].
Inclusion of Hartree—Fock exchange provides a more accurate
description of the band gap and the localized states that may be
involved in the charge-trapping processes. The CP2K code uses
a Gaussian basis set with an auxiliary plane-wave basis set [55].
Employing a Gaussian basis set has the advantage of allowing
one to use fast analytical integration schemes, developed in
quantum chemical methods, to calculate most of the Kohn—
Sham matrix elements. The use of an auxiliary-plane-wave
basis set allows one to use fast Fourier transform algorithms
for rapid convergence of the long range Hartree terms. A
double-¢ Gaussian basis set with polarization functions [56]
was employed in conjunction with the Goedecker—Teter—
Hutter (GTH) pseudopotential [57]. Calculating hyperfine
interactions necessitated the use of all electron basis sets using
the Gaussian and augmented-plane-wave (GAPW) approach.
The basis sets with contraction schemes of (8831/831/1),
(8411/411/11), and 6-311G** were used for silicon [58],
oxygen [59], and H [60], respectively. The plane-wave cutoff
was set to 5440 eV (400 Ry).

To reduce the computational cost of nonlocal functional
calculations, the auxiliary density matrix method (ADMM)
was employed [61]. The density is mapped onto a much sparser
Gaussian basis set containing less diffuse and fewer primitive
Gaussian functions than the one employed in the rest of the
calculation. This allows the Hartree—Fock exchange terms,
whose computational expense scales as the fourth power of
the number of basis functions, to be calculated on a much
smaller basis set than the rest of the calculation and therefore
much faster.
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All geometry optimizations were performed using the
Broyden—Fletcher—Goldfarb—Shanno (BFGS) optimizer to
minimize forces on atoms to within 37 pN (2.3 x 1072 eV/ A).
Cell vectors were not allowed to relax from their REAXFF
values. Barriers between configurations were calculated by
using the climbing-image nudged-elastic-band method (CI-
NEB) [62,63]. Linear interpolation was used to generate ten
images between an initial and final configuration to be used as
the band in the CI-NEB trajectory for each calculated barrier,
with each of the images connected by a spring with a force

o =2
constant of 2eV A .

To assess the thermodynamic stability of the defects
studied, their formation energies were calculated as

Etorm(€r) = Edetect — (Epuik + Eo) + g(eg + AV) + Ecor,

ey
where Egefect 18 the total energy of the defective system, Epyx
is the energy of the defect-free system, Eyp is the energy of a
H atom calculated by using the same method, g is the charge
state of the defect, eg is the Fermi level referenced to the
top of the a-SiO, valence band, AV is a potential alignment
term, and E. is a correction term for the periodic interaction
between localized charges in the charged systems. The AV
term was found to be negligible (<0.05 eV) and was therefore
ignored. The Lany and Zunger method for charge correction
was chosen for its ability to describe the interaction between a
localized charge and extended delocalized screening charge
density, which comes out of DFT calculations of charged
cells [64,65]. The analytic form of the charge correction is
the same for all the defects, irrespective of the character of
localization, and is calculated as

b4 1\ ¢«
Ecorr =|1- 1—-- s (2)
3a e ) |2¢eL

where ¢ is the macroscopic dielectric constant of SiO,
(3.9 [66]), g is the charge of the cell, « is the Madelung
constant for a single charge in a periodic array, and L is the
supercell length.

We studied the distributions of defect properties by per-
forming calculations for different a-SiO, models as well as at
different sites in the same model. For some of these properties,
we created large data sets and, where appropriate, we used
statistical descriptors to characterize the distributions obtained.
However, some data sets are more limited due to computational
costs, such as the reaction barriers. In these cases we do
not use statistical descriptors, but rather give the range of
the obtained parameters. We note that some of the defects,
such as hydroxyl E’ centers, are created at particular precursor
sites in the amorphous structure as a result of a thermally
activated process, and their properties depend on the local and
medium-range environment of a small part of the amorphous
structure. The distributions described in the paper are therefore
representative of only those configurations of such defects that
we have been able to calculate rather than the entire defect
population in a-SiO,.
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III. RESULTS OF CALCULATIONS

A. Atomic hydrogen in pure, stoichiometric a-SiO,

It is well established that, if the H atom is further than
2.0 A from its neighbors, it occupies an interstitial position
and becomes mobile at temperatures exceeding 30 K both in
quartz and in a-SiO, [24,38,40]. However, an a-SiO; network
contains strained bonds, usually associated with local struc-
tures with Si—O bond lengths and Si—O-Si angles at the tails
of corresponding distributions far from their average values.
These bonds are thought to cleave more easily in some of the
radiation-induced processes as well as to be more chemically
active towards interaction with water and other molecules [67].
With this in mind, we explore more thoroughly the potential-
energy landscape of a-SiO, with respect to the interaction
with H atoms. Since O-H bonds have a typical length of
about 1.0 A, calculations were carried out where H atoms were
initially placed 1.0 A from short (<1.60 A) and long (>1.65 A)
Si—O bonds in a perfect a-SiO; network [see Fig. 1(a)]. The
subsequent geometry optimization resulted in the discovery of
the two distinct defect centers described below.

L [SiO4/H]" center

The first defect center resembles a proton bound to a
bridging oxygen atom with an unpaired electron trapped on
an adjacent four-coordinated Si atom [see Fig. 1(b)] and shall
be referred to as the [SiOy4/ H1° center for the remainder of this
paper. This defect was found to be efficiently generated when
neutral H atoms were initially placed near short (<1.60 A)
Si—O bonds. We note that it is similar to the [SiO4/Li]° center
described in Ref. [52]. The energy required for ionizing the
H atom into the a-SiO, conduction band is compensated by
the energy gain due to the structural relaxation associated with
opening of the O-Si—O angle [see Fig. 1(b)], the formation
of the O—H bond, and the Coulomb attraction between the
electron localized on Si and the hydrogen.

To further characterize this defect, we produced 80 different
configurations of [SiO4/ H1°. The proton is located 0.97 A on
average away from the bridging O atom. The electron trapping
on Si is accompanied by the opening of an O-Si—-O angle to
an average of 165°, ranging from 162° to 170°, with the two
Si—O bonds associated with this angle extending to an average
of 1.76 A, ranging from 1.72 to 1.88 A. The Si-O bond to
which the H binds to extends to an average of 1.99 A while
the remaining Si—O bond in the SiOy4 tetrahedron remains at
an average of 1.64 A. The character of electron trapping on the
0-Si-0 angle is notably similar to the intrinsic electron traps
previously reported in the literature [52,68]. A one-electron
state of the unpaired electron is located in the band gap,
3.5 eV above the a-SiO, valence band on average, and is
mainly Si “sp” in character with a contribution from O “p”
orbitals. The hyperfine interactions of the atoms surrounding
the defect with the unpaired electron have been calculated in
seven configurations of this center. The splitting from the H!
averages at 0.02 mT and ranges over 0.03 mT. However, the
splitting from the Si?° averages at 31 mT.

The total energy of the system containing the [SiO4/H]°
center is very similar to that of the interstitial H atom, ranging
from being 0.2 eV more to 0.1 eV less stable than the interstitial
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FIG. 2. Histograms of the bond-length distributions around the
hydroxyl E’ center. (a) Distribution of the O—H bonds of the hydroxyl
group belonging to the hydroxyl E’ center. (b) Distribution of the three
Si—O bond lengths around the three-coordinated Si of the hydroxyl
E’ center. (c) Distribution of the Si- -O distance where the Si belongs
to the three-coordinated Si and the O belongs to the hydroxyl group
(see Fig. 1). Note that “- -” indicates a nonbonding interaction.

H atom with a standard deviation of 5.6 x 1072 eV. We
calculated the barrier to forming this defect from an interstitial
H atom using CI-NEB and 10 interpolated images between an
interstitial configuration and the [SiO,/H]° center. The average
value of this barrier from three different calculations is 1.3 eV.

2. Hydroxyl E’ center

The second defect configuration, which we call the hy-
droxyl E’ center, typically forms when a H atom interacts with
elongated (>1 .6510%) Si—O bonds [see Fig. 1(c)]. The structure
of this defect has been characterized previously [46]. Briefly,
it resembles an E’ center, i.e., a three-coordinated Si atom
with an unpaired electron [69] facing a hydroxyl group. The
H atom breaks a strained Si—O bond, forming an O3 = Si*
moiety and a hydroxyl group [see Fig. 1(c)]. The Si—O bonds
of the O3 = Si* moiety average at 1.65 A with a standard
deviation of 2.1 x IO‘ZA, a rather narrow distribution as can
be seen in Fig. 2(b). However, the distance between the Si and
the O from which it dissociated is much wider and averages
at 2.63 A with a standard deviation of 3.3 x 10’11&, forming
a very wide distribution which can be seen in Fig. 2(c).

The average Mulliken spin moment of the three-coordinated
Si is 0.90, ranging from 0.84 to 0.98, indicating that the
unpaired spin is highly localized on it. The Si dangling bond
introduces a one-electron state 3.1 eV above the a-SiO, valence
band, on average ranging from 2.40 to 3.90 eV above the
valence band with a standard deviation of 2.8 x 10~! eV,
making the defect level almost resonant with the top of the
Si valence band in Si/SiO, systems (cf. Si/SiO; valence band
offset [70]). Figure 3(a) shows the distribution of positions
of the occupied and unoccupied one-electron levels of the
hydroxyl E’ center within the a-SiO, band gap. It is interesting
to note that, from the 116 configurations, a normal distribution
of electronic states emerges.

014107-4



THEORETICAL MODELS OF HYDROGEN-INDUCED ...

I
0

(2)
. Hydroxyl E'

|
[

l
o

(b) 1
Hydrogen  —
= Bridge

W

L)
Energy / eV

|
)

—_—

Si 1

0

FIG. 3. (Color online) Histogram of the one-electron level of 116
configurations of (a) the hydroxyl E’ center, and (b) 72 configurations
of the hydrogen-bridge defect. The energy scale starts from 0.0 and
finishes at 8.1 eV; this is the a-SiO, band gap as calculated using
the PBEO_TC_LRC functional. The area in the histograms colored
dark red show occupied states while the area of the histograms colored
blue show the unoccupied states. Note that the hydrogen-bridge defect
has no unoccupied states in the a-SiO, band gap. The distribution of
defect levels are displayed next to a schematic of the Si band structure.
The band offsets are smaller than experiment because they have been
scaled by the ratio between the DFT band gap and the experimental
band gap of a-SiO,.

As noted in Ref. [46], the hydroxyl E’ center can be more
thermodynamically stable than the interstitial H atom and is
also lower in energy than the [SiO4 /H]0 center by 1.1 eV
on average. To demonstrate that, we calculated the formation
energies of 50 configurations of the hydroxyl E’ center and
of an interstitial H atom with respect to the Fermi level of the
system according to Eq. (1). The atomic-defect configurations
corresponding to the neutral, positive, and negative charge
states of these defects used in these calculations are shown in
Fig. 4(a).

In this figure we call the hydroxyl E’ center and the
interstitial hydrogen D and I, respectively, along with their
corresponding charge of either neutral, positive or negative.
The flexibility of the a-SiO, network means that both defects
in the positive and negative charge states undergo large atomic
relaxation with respect to the neutral state and form new
configurations, which are interesting in their own rights.
However, a detailed discussion on these configurations is
beyond the scope of this paper. The positively charged
hydroxyl E’ center is described in more detail in Ref. [71].
The atomic configurations of H™ and H™ shown in Fig. 4(a)
are very close to those considered in Refs. [40,41].

Remarkably, we find that 15 out of 50 confiurations (~30%)
of the hydroxyl E’ center are thermodynamically stable in the
neutral charge state over a range of Fermi levels, in contrast
to what has been calculated for interstitial hydrogen in the
literature [40,41]. The formation energy as a function of the
Fermi-level position for one particular defect configuration,
which is stable across the Si band gap, is shown in Fig. 4(b).
The average formation energy for the neutral configuration
with the Fermi level lying at the top of the a-SiO, valence
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FIG. 4. (Color online) Formation energy of the hydroxyl E’
center in a-SiO,. (a) Configurations of the hydroxyl E’ center and
interstitial hydrogen atom used in the calculations of the formation
energies. The configurations are labeled as 0, 4+, and — for the
neutral, positive, and negative charge states, respectively, with D
and I standing for defect and interstitial, respectively. (b) Plot of the
formation energy versus the Fermi level (with respect to the a-SiO,
valence band) of a single configuration of the hydroxyl E’ center
and an interstitial H atom. Formation energies corresponding to the
hydroxyl E’ center are drawn as solid red lines while the interstitial
H atom’s formation energies are drawn as dashed black lines.

band is 2.19 eV, ranging from 1.95 to 3.27 eV, with a standard
deviation of 2.2 x 107" eV.

A histogram illustrating the distribution of thermodynamic
switching levels of all 50 configurations of the hydroxyl E’
center is shown in Fig. 5. For the configurations in which the
(+/—) switching level was lower, only this value was recorded;
however, in the systems where (+/0) is lower, both the (4/0)
and (0/—) levels were recorded. Together with Fig. 3(a), the
histogram shows a wide distribution of transition levels. We
note that only about 30% of all hydroxyl E’ centers considered
are thermodynamically stable at some Fermi-level position
and some of them have a much narrower range of stability
that others. This range, however, overlaps strongly with the
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FIG. 5. (Color online) Histogram of the thermodynamic switch-
ing levels. The (4/—) levels are recorded in the bottom histogram,
the (+/—) levels in the middle, and the (0/—) at the top. The position
of the Si band gap is the shaded section.

position of the Si band gap, indicating that hydroxyl E’ centers
can exchange electrons and holes with Si substrate. About 70%
of hydroxyl E’ centers are negative-U centers and can exist in
a-Si0; in the neutral state before trapping an electron or hole
from a substrate or other defects (see, e.g., the discussion in
Refs. [20,21]).

Barriers for transformation from an interstitial H atom into
hydroxyl- E’-center configuration were calculated by using the
CI-NEB method in 13 different models. A schematic of this
reaction is shown as Reaction 1 in Table I along with the
calculated barriers. The forward reactions average at 0.91 eV
and range over 1.0 eV due to variations in local geometry
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of amorphous structures, clearly emphasizing the importance
of obtaining statistics when modeling amorphous SiO, and
demonstrating that there are some configurations where it will
be much more likely for atomic H to create this defect. We
note that the distribution of calculated barriers is asymmetric
and does not result in a normal distribution, which could result
from the limited number of calculated configurations.

These results demonstrate that the hydroxyl E’ center is
more thermodynamically stable than the [SiO4/ H1° center and
has a smaller barrier to form. These two centers have different
precursors (elongated and reduced Si—O bonds, respectively)
and can be formed at different sites. However, if both centers
are formed on the same SiO4 tetrahedron, the barrier for
transformation of the [SiO,4/H]° center into the hydroxyl E’
center is only 0.1 eV. Therefore, the hydroxyl E’ center is
more likely to be formed in a-SiO, network both kinetically
and thermodynamically and we will focus on the reactions of
this defect in the further discussion.

3. Passivation and depassivation of hydroxyl E’ centers

Hydrogen passivation of the E’ center and three-
coordinated Si defects in a-SiO; has been studied experimen-
tally [72]. For example, the electron spin resonance (ESR)
signal of the E’ center is significantly reduced after a soak
in an ambient of H, or forming gas [43]. We investigated the
passivation and depassivation of the hydroxyl E’ center in the
presence of both atomic and molecular hydrogen.

The interaction of atomic H with the hydroxyl E’ center
was studied in 26 different configurations. In all cases we find
that the defect is indeed passivated by H, forming a stable Si-H
bond, which averages at 1.45 A, ranging from 1.43 to 1.46 A.
The corresponding defect level is now located at the top of the
a-SiO; valence band. We calculated dissociation energy of the

TABLE I. Hydrogen’s reactions with a-SiO,. The top four reactions are associated with a defect-free a-SiO, matrix and the hydroxyl E’
center, while the bottom four reactions are associated with hydrogen’s interactions with an oxygen vacancy and the hydrogen-bridge defect.

All results are in eV.

Forward Reactions||Reverse Reactions| AE
Reaction Min.[Max.| Avg. [[Min.[Max.| Avg.
Hydrogen reactions in defect free a-SiO2
O .
1) OgESi/HO\SiEOg +H T 0,=si \%1503 0.50|1.71 | 0.91 | 1.25|2.40| 1.66 |-0.75
N _ N
2) O3 =Si- Si=0; + H° O3=Si—H Si=03 0.00|0.00 | 0.00 [[3.96]4.31| 4.19 |-4.19
0 HO
3) OgESi/HO\SiEOg + H» ) 0;=Si—H HO\SiEOB 1.07]2.15| 1.74 |/ 1.57|2.45| 1.94 |-0.20
N — N
4) O3 =Si- Si=03 + H» O3=Si—H Si=0; + HY||0.46]0.78 | 0.65 ||0.10|0.24 | 0.20 |0.45
Hydrogen reactions with an oxygen vacancy in a-SiOz
H
=Si i= 0 N -
5) O3 =Si H817O3 + H — 04 =Si- Sifﬁ)s 0.00| 0.00 | 0.00 [[0.16]4.26 | 2.76 |-2.76
N N
6) O3=Si- Si=0; + H° 03=Si—H Si=03 0.00| 0.00 | 0.00 [[0.49]4.48 | 2.78 |-2.78
H
7) O3 =Si i=0: H S N 0.95|2.36 | 1.63 [[0.59]4.17 | 3.18 |-1.55
) Os ‘HSI s Oi=Si—H §i=0s
N — N
8) O3=Si+ Si=03 + H» H203=Si—H Si=03 + H® ||0.46[2.03| 1.03 |/ 0.01[0.94| 0.50 |-0.53
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Si—H bond as

L Tot
E Binding = E Interstitial

— Eg'y. )

where EfS .. is the total energy of the system with the
hydroxyl E’ center and an interstitial H atom located far
from it, and Egj’{{ is the total energy of the system after the
defect has been passivated. The geometry was fully optimized
in both cases. We note that energies of the interstitial H
atom in different voids in a-SiO, have a spread of about
0.2 eV. To decrease the associated uncertainty in Eginding
we were choosing similar sites in all defect configurations.
The calculated binding for the nascent Si—H bond is strong,
averaging at 4.2 eV and ranging from 4.0 to 4.3 eV calculated
from 13 systems. Reaction 2 in Table I shows this process and
the corresponding binding energies. These results confirm that
the Si dangling bond passivation by atomic H is indeed very
effective.

We also investigated how the interaction of a H, molecule
with a stoichiometric a-SiO, network can result in creation
of a passivated defect structure discussed above without
initial creation of an active defect (Reaction 3 in Table I).
This reaction is thought to be responsible for hydrogen
corrosion of telecom fibers. In ten different configurations of
a-SiO,, H; molecules were placed in interstitial positions and
their geometries were optimized. H, molecule located in the
middle of a Si—O void interacts negligibly with the a-SiO,
matrix, similar to interstitial H atoms described earlier and in
good agreement with previous calculations [38,73]. Passivated
defect structures were then generated by breaking a long Si—O
bond and forming an Si-H bond and an O-H bond facing
each other. After the geometry optimization we find a wide
variation in the stabilities of the passivated defect structures.
On average, they are by 0.2 eV more thermodynamically stable
than interstitial H, molecules, ranging from being 0.61 more
to 0.29 eV less stable. The barriers for this process and a
reverse reaction calculated using the CI-NEB method with the
interstitial H, and passivated configuration described above
used as the initial and final images, respectively, are presented
as Reaction 3 in Table I. The barriers for the forward reaction
average 1.74 eV while they average 1.94 eV for the reverse
reaction. The forward barrier is relatively high and would
require a high temperature to overcome and form a passivated
hydroxyl E’ center, but the reverse barrier indicates that once
it is formed it would remain stable.

Previous theoretical studies have investigated the reaction
of a H, molecule cracking at an E’ center, passivating the
defect and leaving behind an interstitial H atom [42,43,45].
This reaction has been shown to be endothermic at multiple
levels of theory, i.e., the passivated configuration is thermody-
namically unfavorable with respect to the active defect and an
interstitial H, molecule. Our calculations for the H; reaction
with the hydroxyl E’ center (see Reaction 4 in Table I) confirm
these conclusions. The barriers calculated in 13 models are
qualitatively similar to previous calculations of H, dissociation
at E’ centers [42,44,45], with the defect configuration in the
presence of a H, molecule being thermodynamically favorable
by 0.41 eV on average, ranging from 0.22 to 0.68 eV more
stable. The barrier for the defect passivation by an interstitial
H, molecule averages at 0.65 eV, ranging from 0.46 to 0.78 eV.
However, the reverse barrier is much lower and averages at
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0.20 eV, ranging from 0.10 to 0.24 eV. Similar to the Si-H
binding energies, these barriers exhibit a much narrower range
and are less affected by fluctuations in the local environment
of the a-SiO, matrix. The reverse reaction corresponds to
the re-activation of the passivated hydroxyl E’ center by an
excess of H atoms. Remarkably, it suggests another channel
for formation of hydroxyl E’ centers via efficient re-activation
of H-passivated defects even at low temperatures.

B. Hydrogen interaction with oxygen vacancies in a-SiO,

Atomic H reacts with O vacancies in SiO; creating a defect
known as the hydrogen bridge [15,16,38,74,75]. It was first
identified in a-quartz by Nelson et al. using ESR [16], with
Isoya et al. further resolving the signal and presenting a simple
model whereby an O vacancy in quartz is decorated by a H
atom [15]. Subsequently, Blochl studied the hydrogen bridge
as part of his comprehensive work on hydrogen-complexed
defects in oxygen deficient « quartz [38]. Using periodic
calculations of o quartz, he found that a H atom would
interact with an O vacancy to produce a defect state in
the band gap. In the most energetically favorable state, H
forms one short Si—H bond with one of the Si atoms of the
vacancy leaving the other Si atom under-coordinated. The
H can be moved towards the under-coordinated Si so that a
new, almost isoenergetic minimum is found where the Si-H
bond and the under-coordinated Si are exchanged. Blochl used
this model of the hydrogen bridge to explain stress-induced
leakage currents (SILC) in electronic devices that use SiO,
as a gate insulator [76]. Mysovsky et al. also studied the
hydrogen bridge in an embedded cluster model of «-quartz
where the results agree well with Blochl’s results [74]. In this
study, we investigate hydrogen’s interactions with vacancies
in a-Si0, by using a local structure which is analogous to the
hydrogen bridge structure in crystalline SiO,. We studied 144
configurations of the hydrogen bridge to obtain the necessary
statistics to describe the distribution of defect’s properties in
a-Si0;.

1. Hydrogen-bridge defect in a-SiO,

In order to study hydrogen’s interactions with vacancies
in a-Si0,, all oxygen atoms in a single a-SiO, structure
(generated as described in Sec. IT and containing 144 O atoms)
were removed one by one to create 144 configurations of
the oxygen vacancy [see Fig. 6(a)], the hydrogen bridge’s
precursor. A H atom was then placed by each vacancy and
the geometry optimization resulted in an asymmetric defect
structure, whereby the H is closer to one of the Si atoms it
sits between [see Fig. 6(b)]. This is manifested as a short
Si—H bond and a longer Si- -H interaction, where - - indicates
a nonbonding interaction. The short Si—-H bond averages at
1.47 A, ranging from 1.44 to 1.51 A with a standard deviation
of 1.38 x 10~2A. The longer Si- -H interaction averages at
2.21Aand ranges from 1.74t03.13 A with a standard deviation
of 2.6 x 10~ 'A. The shorter Si—H bond lengths are distributed
over 0.1 A while the longer Si- -H interaction range over 1.4 A,
indicating that the shorter bond is a strong, stable interaction
while the longer range Si- -H interaction is relatively weak
and strongly influenced by the amorphous environment [see
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(a) (b)

FIG. 6. (Color online) Atomic structure and spin density of the
hydrogen bridge and its precursor. Si atoms are shown in yellow, O
atoms are shown in red, and H atoms are shown as gray. (a) Atomic
structure of the oxygen vacancy which is the precursor to the hydrogen
bridge. (b) Atomic structure and spin density of the hydrogen bridge.
The spin density is seen as the blue polyhedron.

Fig. 7 for the distribution of bond lengths around the hydrogen
bridge]. The Si—O bonds associated with both of these Si atoms
average at 1.63 A and have a range of just under 0.04 A. These
Si—O bonds are the same length as all other Si—O bonds in the
system and this indicates that the relaxation is highly localized
at the defect center.

The formation energies of ten hydrogen bridges and H
interstitial atoms were calculated by using the defect config-
urations shown in Fig. 8(a) and the interstitial configurations
shown in Fig. 4(a). The formation energy for one of these
configurations is plotted against the Fermi level in Fig. 8(b).
Out of the ten configurations, two show a negative-U behavior,
with the remaining eight having the neutral hydrogen bridge as
the most thermodynamically stable over some range of Fermi
levels.

60 T T T r T T T

sof @ Si-H -

Histogram Count
[ £
=3 =1

[55)
(=]

10

2 2.5
Bond length / A

FIG. 7. Histograms of the distributions of geometries of the
hydrogen-bridge defect. (a) Distribution of short Si—-H bond lengths
around the hydrogen bridge, shown on the right-hand side of Fig. 6(b).
(b) Distribution of the longer Si- -H nonbonding interactions of the
hydrogen bridge; i.e., the distance between the three-coordinated Si
on the left-hand side of Fig. 6(b) and the H atom.
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FIG. 8. (Color online) Thermodynamics of the hydrogen bridge
in a-SiO,. The configurations are labeled as 0, +, and — for
the neutral, positive, and negative charge states, respectively, with
D and I standing for defect and interstitial, respectively. The
interstitial configurations are shown in Fig. 4(a). (a) Hydrogen-bridge
configurations used in the calculations of the formation energies.
(b) Formation-energy diagram for a single configuration of the
hydrogen bridge in a-SiO,. The neutral hydrogen bridge (lower
horizontal solid red line) is the most thermodynamically stable charge
state for a single hydrogen atom in an oxygen vacancy across a range
of Fermi levels.

The binding energy of the Si—-H bond of the hydrogen-
bridge defect was calculated as

_ Tot Tot
EBinding = Eo,, +interstitial — EH bridge> )

where Eg"t Interstitial 1 the energy of an a-SiO, structure with
an O vacancy and an interstitial H atom in the same periodic
cell far from the defect, and E}T{’gﬁdge is the total energy of
the hydrogen-bridge defect in the same a-SiO, system. The
geometries of both systems are fully optimized. The calculated
binding energies of the Si—H bond average 2.76 eV and range
over 4 eV. Such a broad distribution of binding energies is due
to the vacancy reforming an Si—Si bond when the H atom is
moved to an interstitial position. The distribution of Si—Si bond
lengths and energies is very wide, and the accompanying long-
range network relaxation is strong and depends on the local
environment of the vacancy [48]. In contrast, the geometry
of the passivated hydroxyl E’ center changes very little when
the H atom is moved to an interstitial position and hence the
distribution of binding energies there is much more narrow.
The electronic density of states shows a one-electron level
located on average 3.7 eV above the SiO, valence band,
ranging from 2.67 to 4.93 eV above the valence band and
with a standard deviation of 4.5 x 107! eV [see Fig. 3(b)].
Taking the Si/SiO, valence band offset into account this
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FIG. 9. (Color online) Mulliken charge of H in the hydrogen
bridge and the defect level plotted against the long Si- -H interaction.
The left axis is the Mulliken charge and the black stars are the
Mulliken charges of the H. The right axis is energy in eV and the
red circles are the defect levels of the hydrogen bridge with respect
to the top of the a-SiO, valence band.

defect level is almost resonant with the top of the Si valence
band, similar to the hydroxyl E’ center. The Mulliken charge
analysis on the H reveals that it is on average —0.21|e| and
has a range of just under 0.2|e|. The charge of the H shows
a linear dependence on the distance between the Si dangling
bond and the H, being more negatively charged the shorter the
Si- -H distance (see the black stars in Fig. 9). The defect-level
position shows a strong anticorrelation to this distance, with
the defect level moving closer to the SiO, valence band
as the Si- -H distance gets longer. We attribute this to the
slightly negative charge of the H which results in the defect
level being pushed up when the H is closer to the localized
electron. The asymmetric geometry relaxation, the position of
the defect level, and the analysis of the electronic structure [see
Fig. 6(b)] indicate that the hydrogen-bridge defect consists of
a strong Si—H bond facing a Si dangling bond, analogous to
the hydrogen bridge in « quartz. However, in the amorphous
matrix there are configurations which allow the Si dangling
bond to relax further, resulting in a very wide range of Si- -H
interactions which cannot occur in ¢ quartz. This interaction
affects the Mulliken charges of the constituent atoms of the
defect and results in a wide distribution of defect levels.

2. Passivation and depassivation of hydrogen bridge

The hydrogen bridge contains a Si dangling bond, which
could be passivated by H atom. In ten defect configurations,
a H atom was placed close to the dangling bond and
the geometries of these configurations were optimized. The
resulting structures now contain two Si-H bonds and are
summarized schematically as Reaction 6 in Table I. Analysis
of the electronic structure of these passivated configurations
reveals that all defect states in the band gap are suppressed. The
binding energies of the resulting Si—-H bonds were calculated
according to Eq. (3) and by placing an interstitial H atom
a few A away from the defect center, averaging at 2.8 eV
and ranging over 3 eV. This average value is smaller than
that for the hydroxyl E’ center due to repulsion between the
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two hydrogens. The distribution is wide because of the strong
structural relaxation of both defect configurations and different
local environments.

We investigated how this fully passivated configuration
could be generated directly as a result of a well-known reaction
of a H, molecule with an O vacancy, shown schematically
as Reaction 7 in Table I. The optimized configurations of
an interstitial H, molecule were calculated and used as
the initial configuration for a CI-NEB calculation, while
the final configurations were the passivated hydrogen-bridge
configurations. The barrier to H; dissociation at an O vacancy
averages at 1.63 eV and ranges over 1.3 eV. The reverse
reaction averages at 3.18 eV with a range of over 3.0 eV.
These results show that the passivated configuration of the
hydrogen bridge is very stable; however, its formation barrier
from H, can be rather high and, similarly to the hydroxyl E’
center, requires a high temperature to overcome.

Finally, we investigated whether the passivated hydrogen
bridge could be depassivated by an interstitial H in a similar
manner to the hydroxyl E’ center. This is shown schematically
as Reaction 8 in Table I. Using the passivated configuration
and an interstitial H atom as the initial configuration and the
active hydrogen-bridge defect with an interstitial H, molecule
as the final configuration, NEB calculations were run on ten
different configurations to estimate the barriers. The barrier for
the forward reaction averages at 1.03 eV and exhibits a range
of over 1.0 eV, while that of the backward reaction averages at
0.5 eV and exhibits arange of just under 1.0 eV. Again, as in the
case of the hydroxyl E’ center, the barrier for de-passivation
reactions is much lower suggesting the hydrogen-bridge center
can be effectively re-activated in the excess of H atoms.

IV. DISCUSSION AND CONCLUSIONS

We studied a number of different reactions of atomic
and molecular H with stoichiometric and oxygen-deficient
a-Si0,. Our calculations show that, in contrast to previous
studies [38,40,41], neutral interstitial H atoms can interact
very strongly with defect-free a-SiO, network, generating
two different defect configurations: the [SiO4/H]° and the
hydroxyl E’ center, the latter being the dominant defect.
Atomic H interacts strongly with the O vacancy to produce
a hydrogen-bridge defect analogous to that in o quartz [38]
and characterized by an asymmetric relaxation so that a strong
Si—H bond faces a three-coordinated Si. Our results show a
wide distribution of the hydrogen-bridge defect levels, which
we correlate to the Mulliken charge of the H and its distance
from the three-coordinated Si (see Fig. 6). The hydroxyl E" and
hydrogen-bridge centers are both shown to have deep levels
in the a-SiO; band gap, which are nearly resonant with the
top of the Si valence band in Si/Si0, systems. Some of these
defect configurations are stable in the neutral charge state over
arange of Fermi level positions in the a-SiO, band gap. These
results demonstrate clearly that atomic H does not act solely
as a benign agent in a-SiO, at room and elevated temperatures.

Our calculations reveal that the hydroxyl E’ and hydrogen-
bridge centers could have an effect on the technological
applications of a-SiO,. The defect levels of both defects
are located close to the top of the Si valence band in a
Si/Si0; system (see Fig. 3), typically used in metal-oxide-
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semiconductor (MOS) electronic devices. Holes at the top of
the Si valence band, typical of a pMOS device, can tunnel
into the hydroxyl E’ and hydrogen-bridge centers so that
these defects can act as a source of trapped positive charge
or negative-bias temperature instability in such a device.

The reactions of hydrogen species with an O vacancy
and with defect-free a-SiO, summarized in Table I show
qualitatively similar behavior for both defects. Our results for
H, dissociation at the hydroxyl E’ and hydrogen-bridge centers
can explain the slow passivation kinetics of the E’ center
signals under an H, atmosphere. The barrier to H, cracking
and passivation is quite high while the final configuration is
thermodynamically unfavorable in the presence of an H atom,
indicating that the passivation reaction would proceed rather
slowly. It is also important to note the consequence of the
backwards reactions, which are essentially re-activating the
passivated defect. The barriers for the depassivation reactions
are rather low and, if a source of atomic H exists in the
system, it can depassivate Si—H bonds and activate a hydroxyl
E’ or hydrogen-bridge center. Notably, the depassivation
reactions studied are also similar to the experimentally
observed depassivation of the P, center, a defect consisting of
a three-coordinated Si with a trapped electron, which exists
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at the Si/SiO, interface [3]. The depassivation reaction is
insensitive to how the passivated configuration was generated
in the first place and is only limited by the concentration and
diffusion of atomic H in the system. Atomic H can be released
into the a-SiO, layer in metal-oxide-semiconductor (MOS)
devices in a number of conditions [77-79]. Coupled with the
results for the depassivation reactions and the positions of the
hydroxyl E’ and hydrogen-bridge defect levels, these results
strongly suggest that the hydroxyl E’ and hydrogen bridge
are potentially detrimental defects for electronic and optical
technologies.
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