
PHYSICAL REVIEW B 92, 014101 (2015)

Low-density silicon allotropes for photovoltaic applications
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Silicon materials play a key role in many technologically relevant fields, ranging from the electronic to the
photovoltaic industry. A systematic search for silicon allotropes was performed by employing a modified ab initio
minima hopping crystal structure prediction method. The algorithm was optimized to specifically investigate the
hitherto barely explored low-density regime of the silicon phase diagram by imitating the guest-host concept
of clathrate compounds. In total, 44 metastable phases are presented, of which 11 exhibit direct or quasidirect
band gaps in the range of ≈1.0–1.8 eV, close to the optimal Shockley-Queisser limit of ≈1.4 eV, with a stronger
overlap of the absorption spectra with the solar spectrum compared to conventional diamond silicon. Due to the
structural resemblance to known clathrate compounds it is expected that the predicted phases can be synthesized.
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I. INTRODUCTION

Silicon has become one of the technologically most
relevant materials in the last century. It is the second most
abundant element on earth and thus readily available, rendering
it ideal for many industrial applications. Since elemental
silicon is an intrinsic semiconductor that can be both p

and n doped, it is well suited and thus widely used in the
electronic industry, with applications in integrated circuits,
photovoltaics, and optoelectronic devices. Due to its dom-
inance in electronics, it has been extensively studied both
experimentally and theoretically such that its properties in
the most stable form, the diamond structure (d-Si), are well
understood.

Although diamond silicon dominates the photovoltaic
market due to its low cost, it is in fact not a good photoabsorber.
The band gap of 1.12 eV in d-Si [1] is close to the maximal
efficiency in the Shockley-Queisser limit of ≈1.4 eV [2].
However, it is indirect with a large difference to the direct
gap of 3.2 eV such that electron excitations in the optical
regime need to be phonon mediated [3], preventing the use
of d-Si in thin-film solar cells or other optical applications
such as light-emitting diodes or high-performance transistors.
Therefore, efforts have been made to design, discover, and
synthesize direct band-gap materials with improved absorption
properties.

The phase diagram of silicon is complex with a sequence
of structures appearing in the high-pressure regime [4,5] such
that several metastable phases of silicon have been considered
for use in photovoltaic applications [6–9]. Allotropes such
as the BC8, R8, or londsdaleite silicon, however, turn out to
be unsuited since they are either semimetallic (BC8), have a
too small (0.24 eV for R8) or indirect band gaps (≈1 eV for
londsdaleite) [8,10]. Recently, novel silicon allotropes have
been proposed and studied theoretically through structural
search methods, such as the Si20T [11] and P-1 [12] phases,
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which exhibit promising electronic properties with either direct
or quasidirect band gaps in the desired energy range. Carefully
tailored superlattices of interlaced silicon and germanium
layers were also proposed by D’Avezac et al. [13] with
excellent absorption, but techniques for the required atomic
scale layer-by-layer assembly on an industrial scale are yet to
be developed.

On the other hand, the low-density regime of the silicon
phase diagram remains relatively poorly explored, although
semiconducting group IV clathrates [14–16] have recently
drawn attention as a possible material for various energy
applications. Since the structure of clathrates is characterized
by face-sharing cagelike units of host atoms enclosing guests,
its properties can be tuned through tailored substitution of the
host or guest elements. Superconductivity was observed in
clathrate compounds [17,18] with transition temperatures as
high as 8 K in the barium-encapsulated type-I silicon clathrate
Ba8Si46 synthesized at high pressure [19]. Furthermore, the
properties induced by the vibrational “rattling” modes of the
guest atoms in the large host cages leads to reduced thermal
conductivity at high electronic conductivity (the phonon glass-
electron crystal concept introduced by Slack [20]), such that
clathrate have been studied in the context of thermoelectric
applications [21–26]. More recently, these materials have
also been investigated for their potential use in lithium ion
batteries [27–29] and as hydrogen storage materials [30] due
to the large voids that could be charged/discharged with guest
atoms or molecules.

Guest-free group IV element clathrates of types I and II
have been touted as promising candidates for photovoltaic
applications due to the direct band-gap character with gap
energies close to the optimal value [31–33]. The type-II silicon
clathrate has a wide direct band gap of 1.9 eV, which is
however not allowed for electronic dipole transitions [25].
Nevertheless, Baranowski et al. investigated the possibility of
tuning the electronic properties of the type-II clathrate through
variation of the chemical composition in Si-Ge alloys, resulting
in band gaps between 0.8 and 1.8 eV [31]. Furthermore,
novel experimental techniques were developed to efficiently
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prepare large samples of phase-pure type-II silicon clathrates,
an essential requirement for future large-scale industrial
developments [33].

Although only group IV clathrates of types I, II, III, VIII,
and IX were observed experimentally, theoretical studies
indicate that there is a large structural diversity of low-density
silicon phases [34]. Structural principles of various polytypes
and intergrowth frameworks of clathrates were systematically
investigated from basic and extended polyhedral building
blocks by Karttunen et al. [35], while solutions to the Kelvin
problem, the task of partitioning three-dimensional space into
cells of equal volume with minimal area, were used to predict
novel low-density silicon phases [36]. More recently, global
search methods were used to predict silicon allotropes with
possible applications in optoelectronics. Wang et al. [37]
proposed six different metastable silicon allotropes exhibiting
channel-like structures with direct or quasidirect band gaps
predicted with particle swarm optimization, and a novel
cagelike structure was discovered by Nguyen et al. [38] by
a genetic algorithm.

Experimentally, all routes to synthesize guest-free low-
density silicon phases involve, in some way or another,
precursor materials containing silicon and guest elements.
Thermal decomposition of Zintl monosilicide phases is one
possible route to obtain silicon clathrates [39,40]. In this
process, the cations sublimate, causing a charge imbalance,
and leading to the fourfold rearrangement of the silicon atoms
around the remaining template cations. Other methods include
chemical oxidation, spark plasma treatment of Na4Si4 [41], or
directly from elemental Si and Na at high pressure [42,43].
The guest elements are then thermally removed, a process
referred to as “thermal degassing.” In fact, with this procedure
it is possible to synthesize metastable silicon polymorphs with
energies considerably beyond the ground state [43].

In this work, we conduct a computational search for low-
density silicon allotropes with potential use in photovoltaic
applications. Using first-principles calculations, we discover
a plethora of hitherto unknown low-density low-energy sili-
con phases consisting of interlinked cagelike polyhedra and
channel-like structures.

II. METHOD

Inspired by the existence of group IV clathrates, the minima
hopping crystal structure prediction method (MHM) [44,45]
was adapted to investigate low-density silicon allotropes. The
MHM was initially designed to thoroughly scan the low-lying
energy landscape of any material and to identify stable and
metastable phases by performing consecutive short molecular
dynamics escape steps followed by local geometry relaxations
taking into account both atomic and cell variables. The
potential energy surface is mapped out efficiently by aligning
the initial molecular dynamics velocities approximately along
soft-mode directions [46], thus exploiting the Bell-Evans-
Polanyi [47,48] principle to steer the search towards low-
energy structures. The predictive power of this approach has
been demonstrated in a wide range of applications [47,49–52].

The structural search was performed using the Lenosky
tight-binding scheme to model the Si-Si interaction [53], which
has shown to give sufficiently accurate results for solids at

moderate computational cost [54,55]. To imitate encapsulated
guest elements, fictitious Lennard-Jones (LJ) spheres were
placed in the simulation cell as inert template guest atoms. The
LJ potential was shifted and truncated such that it decreases
continuously to zero at a cutoff radius rc and no discontinuities
arise in the forces [56]. To avoid the formation of LJ dimers,
the interaction between the LJ particles was further truncated
at the minimum and shifted towards zero, resulting in a
purely repulsive potential. The parameters for the LJ-silicon
interaction were carefully tuned to already known silicon
clathrate structures. In analogy to experimentally used inert
template elements such as Na, the interaction between the LJ
sphere and the silicon framework was designed to be minimal,
with a strong repulsive potential and a weak attraction. The
parameters were thus set to σ = 3.00 Å, ε = 0.02 eV, rc = 7σ .

Density-functional-theory (DFT) calculations were carried
out to refine the structures with the projector augmented wave
formalism as implemented in the VASP package [57] using
the Perdew-Burke-Erzernhof (PBE) [58] exchange-correlation
functional. A plane-wave cutoff energy of 500 eV was used
together with a sufficiently dense k-point mesh, resulting in
total energies converged to less than 1 meV/atom. Both atomic
and cell variables were relaxed simultaneously until the forces
on the atoms were less than 3 meV/Å and the stresses were

less than 0.1 eV/Å
3
.

Electronic properties were investigated by calculating
the Kohn-Sham electronic band structure within the PBE
approximation to the exchange-correlation potential. Since
conventional DFT systematically underestimates the band gap,
the hybrid HSE06 functional [59–61] was used on a set of
selected (low-density) structures, namely d-Si, the bonded
chiral framework structure [62], the P 42/mnm phase of
Nguyen et al. [38], the predicted structures C02, C42, and C43.
The band-gap error within PBE was found to lie consistently
between 0.4 and 0.65 eV. Therefore, a scissor operator was
subsequently used to obtain a corrected gap by shifting the
unoccupied bands by an averaged value of 0.55 eV [63].

Absorption spectra were obtained within time-dependent
density-functional theory [64,65] using the code YAMBO [66]
starting from PBE ground states obtained with ABINIT [67]. We
used the semiempirical α/q2 long-range exchange-correlation
kernel [68], that was shown to give very good results for
systems with delocalized Wannier-Mott excitons (such as the
ones we expect in Si-based materials) [68,69]. We used the
(constant) value of α = −0.2, which is the one determined for
bulk silicon. For the optical spectra, we used randomly shifted
k-point grids with the number of k points in direction α equal to
71 × |bα|, where b is the reciprocal lattice vector in direction α.
The number of bands included in the calculation was equal to
five times the number of atoms, i.e., we used three unoccupied
bands per Si atom. This amounts to a 12×12×12 k-point mesh
and six unoccupied bands for d-Si.

The phonon calculations were carried out with the frozen
phonon approach as implemented in the PHONOPY pack-
age [70]. Supercells of dimension 4×4×4 were used for cells
with less than 12 atoms, 3×3×3 for cells with between 13
and 24 atoms, and 2×2×2 supercells for larger unit cells,
which were found to give well-converged results. The x-ray
diffraction pattern was simulated with MERCURY [71] with the
Cu Kα radiation of wavelength 1.540 56 Å.
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III. RESULTS AND DISCUSSION

The MHM simulations at the tight-binding level were
performed for different stoichiometries SixLJy , where x and y

were chosen from two different approaches. First, a systematic
set of stoichiometries for moderate system sizes were explored
with all combinations of x and y in the range of x =
16,18, . . . ,34 and y = 2,4, respectively. The initial structures
were generated randomly, without any symmetry constraints.
Second, a set of known structures from literature was used
to generate initial structures for the MHM simulations. The
energetically lowest energy clathrates of type-I and -II and
structures of the Kelvin-type from Ref. [36] were used. For
each structure, the center of the polyhedra was located and
LJ spheres were placed accordingly. The stoichiometries [x|y]
then resulted in [46|8] from type I, [34|6] from type II, [12|2]
from SiIK, [46|8] from SiIIK, [82|14] from SiIIIK , [41|7] from
SiIVK , [40|7] from SiVK, [178|30] from SiVI

K , [68|12] from SiVII
K ,

[58|10] from SiVIII
K , [46|8] from SiIXK , and [232|40] from SiXK.

Each MHM run resulted in several thousand structures,
of which all with energies (calculated in tight-binding)
400 meV/atom higher than d-Si were discarded. Subsequently,
the LJ spheres were removed and the remaining structures
were carefully filtered for duplicates and analyzed with respect
to symmetry. Due to the large size of the system under
investigation, the majority of the phases encountered during
the structural search were amorphous or some defect structures
of a crystalline phase. In fact, less than 5% of the phases
encountered during a search had at least one symmetry
element. Therefore, all structures that had no symmetry at
all were discarded, unless they were very low in energy.
Finally, the energetically most promising crystalline phases
were refined at the DFT level. Both the atomic and cell
variables were relaxed to the nearest local minimum without
constraining the initial symmetry to avoid relaxation to a first-
or higher-order saddle point.

After the initial filtering, roughly 150 structures were con-
sidered for further analysis. Among those, several structures
were rediscovered that had already been discussed in literature,
such as the bonded chiral framework structure (CFS), first re-
ported by Pickard et al. [62], which is energetically degenerate
to the type-II clathrate. Although the structure does not contain
any cages, the volume per atom is considerably higher than

d-Si with a value of 22.17 Å
3

due to the channel-like voids.
Similarly, a structure with P 42/mnm symmetry was found
that was reported earlier by Nguyen et al. [38] with an energy

of 114 meV/atom above d-Si and a volume of 23.31 Å
3
. The

H-clathrate, initially described by Udachin et al. [72], was
also found with an energy of 83 meV/atom above d-Si and a

volume of 24.09 Å
3
.

As expected, all structures are sp3 bonded and have lower
densities than d-Si due to the fictitious LJ spheres. In general,
the low density in all allotropes is achieved by one of two
different structural motifs. The first type consists of wide
one-dimensional channels, which either run in one, two, or
three dimensions, can be straight, or even run in zigzag lines
through the material. Some representatives of this class have
been extensively studied in the past for various sp3 materials.
It has been shown that low-energy low-density allotropes with

FIG. 1. (Color online) Hybrid channels embedded in diamond
structure with atoms denoted by yellow (light gray) spheres.
(a) Structural motif representing dimers (red or dark gray spheres)
within 8-ring channels (green or medium gray) and (b) 4-ring channels
(red or dark gray spheres) within 10-ring channels (green or medium
gray).

5- to 8-membered rings can be obtained systematically from
different stacking of cubic diamond layers, and structures in-
cluding combinations of 4-, 6-, and 8-rings have been reported
in various publications [12,34,52,73–75]. Energetically, these
structures are close to d-Si, and the channels can exist as defect
wires or planes embedded in the cubic or hexagonal diamond
structure [74]. The recently synthesized open framework phase
of Kim et al. [43], which contains both 5- and 8-membered
rings, can be classified to belong to this type and was also
discovered during our search. Similar to clathrate structures,
the channels are large enough to host guest atoms [42]. Since
these phases have been already widely discussed in literature,
all structures were put into the Supplemental Material [76].
We, however, also discovered two other channel-like motifs
which frequently appeared in low-energy allotropes during our
search, namely, the hybrid channels enclosing dimers within
8-rings or enclosing 4-rings within 10-rings, as shown in Fig. 1.
The latter can be interpreted as chains of [425864

III] cages within
a diamond framework (see following).

In contrast to the first class of structures, the second contains
fully three-dimensional cages of different types and sizes as
shown in Fig. 2. Similar to the known clathrate structures, the
basic building blocks are polyhedra with a number of silicon
atoms ranging from 14 to 40, consisting of faces with 4-, 5-, 6-,
7-, and 8-membered rings. Each polyhedron can be described
by a set of indexes with corresponding superscripts in square
brackets [AαBβCγ . . . ], where A, B, C, . . . correspond to the
number of vertexes of each face, and α, β, γ , . . . correspond to
their multiplicity. Thus, the type-I clathrate would be described
as [512]2[51262]6, indicating that the structure is composed
of two pentagonal dodecahedra and six hexagonal truncated
trapezohedra. Overall, cagelike voids lead to significantly
lower densities than channels in the material.

Figure 3 and Table I show a selection of 44 low-
energy allotropes consisting of cagelike voids which were
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FIG. 2. (Color online) Polyhedral cages which constitute the building blocks for the crystal lattice of the novel silicon allotropes, together
with their point group symmetry.

characterized in detail. Most structures are made from in-
terlinked polyhedral building blocks of 41 different kinds,
which can be categorized into polyhedra with planar or nearly
planar faces (first two panels in Fig. 2) or with at least one
curved face (three last panels in Fig. 2). The stability of the
individual cages was evaluated in vacuum with the BIGDFT

wavelet code [77] together with Hartwigsen-Goedecker-Hutter
pseudopotentials [78]. The calculations were performed im-
posing zero boundary conditions on the wave functions and the
truncated bonds were passivated with hydrogen atoms. Cages
containing 4-rings were found to be energetically unfavorable
due to the strong strain on the bond angles, the cohesive
energy showing a strong correlation with the number of 4-rings
in the cages, indicated by a high correlation coefficient of
0.89. On the other hand, the pentagonal dodecahedra [512] is
the least strained and thus energetically favorable. To some
extent, this trend carries on to the solid, where the content
of 4-rings increases with the energy of the phases with a
correlation coefficient of 0.57. On the other hand, [512] appears
as often as 15 times among 44 phases. Two phases, namely C30
(Pna220

1 ) and C42 I -444, could not be clearly decomposed into
polyhedra, although they have an open framework structure of
sp3-bonded silicon atoms.

Phonon calculations were carried out to assess the dynam-
ical lattice stability for every phase. No imaginary phonon

modes were found, thus confirming their structural stability
(see Supplemental Material [76]). From the energetic point of
view, all structures are less favorable than d-Si or the most
stable silicon clathrate of type II and are thus metastable. The
relative energies with respect to d-Si are plotted as a function
of the atomic volume for all 44 phases in Fig. 4. However, at
least the 20 lowest-energy structures ranging from C01 to C20
are below 150 meV/atom in energy relative to d-Si and are
thus likely to be thermodynamically accessible in experiments.
Furthermore, eight of those structures have energies below or
very close to the d-Si line at their specific equilibrium volumes,
namely, C01, C03, C04, C06, C07, C08, C10, and C13, thus
representing the most promising set of candidates for future
experimental synthesis. Furthermore, the bulk moduli B0 were
computed through a fit to the Murnaghan equation of states (see
Table I) and are consistently lower than the value for d-Si of
87.9 GPa.

Clathrate compounds are characterized by a framework
of an open host structure with cavities occupied by guest
molecules or atoms, and naturally the size of the cavities
determines the maximum size of the guest atoms hosted by
the crystal lattice. Although Na is the most prominent guest
atom in silicon clathrates, clathrate materials can host various
guest atoms which interact weakly with the host atoms based
on the Zintl concept and profoundly change the electronic
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FIG. 3. (Color online) Low-density silicon allotropes formed of cagelike building blocks. The colors of the polyhedra correspond to the
ones in Fig. 2.
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TABLE I. Structural data of the allotropes containing cagelike building blocks. Column 1 contains our structural label, followed by the
space group in the Hermann-Mauguin notation with superscripts indicating the number of atoms in the conventional cell. Column 3 contains
the characterization of the building blocks, with the different maximum guest molecule radii in the cavities in column 4. Columns 5, 6, and
7 contain the energy per atom with respect to d-Si, the volume per atom, and the bulk modulus, respectively. The last column contains the
corrected PBE band gap. “D” indicates a direct or quasidirect band gap.

Label Space group Building blocks Guest radii (Å) Energy (eV) Vol (Å
3
) B0 Gap (eV)

C01 R-3m204 [435663]6[512]14[51264]6[51268]3 2.0,2.1,2.8,3.1 0.0687 23.82 75.54 1.87 D
C02 Fmmm48 [425864]4 1.7 0.0835 22.20 80.09 1.39
C03 C2/m80 [425861]4[512]2[51262]4[51264]4 1.9,2.1,2.2,2.6 0.0901 23.62 75.62 1.58 D
C04 Amm2212 [425861]4[445863]2[512]16[51262]4[51062]2[51263]2[51264]8 1.8,2.1,2.3,2.5,2.7,2.8 0.1008 23.45 75.89 0.67
C05 F222128 [546274]6[5474]4[627282]6 1.7,2.0,2.2 0.1062 21.65 81.51 1.60
C06 R-3m128 [435664]4[512]14[51262]6[51266]3 2.0,2.3,2.4,2.9 0.1101 23.79 74.54 1.74 D
C07 Immm56 [4258]4[512]2[51265]2 1.8,2.7,2.8 0.1243 24.03 73.20 1.55 D
C08 Pmma46 [4151067]2[425862]2[435663]2[512]2 1.8,2.0,2.9 0.1253 24.11 73.04 1.48 D
C09 R-3m84 [435664

I ]8[512]3[5864]6 2.1 0.1265 22.55 78.05 1.53
C10 Cmcm68 [425861]4[512]4[51265]4 1.7,1.9,2.7 0.1271 23.85 73.92 1.01
C11 Ama268 [536373]4[566172]4[5882]4 1.6,1.8,2.1 0.1280 22.11 79.65 1.35

C12 I41md48 [4151062]4[435666]4 2.0,2.2 0.1320 23.47 74.59 1.77 D
C13 R3m138 [435661]3[435664]4[46536173]2[512]9[51262]3[5156473]3 1.7,2.0,2.2,2.3,2.9 0.1323 24.42 71.85 1.62
C14 F222128 [546274]4[5474]8[627482]4 1.7,2.0,2.1 0.1335 21.50 81.77 1.49
C15 Pmn230

1 [41566182]2[416483]2[577181]2 1.6,1.9,2.0 0.1358 22.38 78.27 1.98
C16 Pmmm40 [435663]2[512]1[51262]2[51268]1 2.1,2.2,2.9 0.1437 24.05 73.09 0.83
C17 Pbcn16 [425474]4 1.6 0.1469 22.62 76.85 0.94
C18 Pmn230

1 [3241526681]2[41566391]2[577181]2 1.5,1.6,1.7 0.1491 22.25 78.73 1.56
C19 Pmmm24 [425864]2[445468]1[512]1 1.7,1.8,2.2 0.1491 23.49 74.21 1.21
C20 Cccm164 [4151062]8[425865]8[435664]8[51262]4 1.9,2.1,2.2,2.3 0.1498 23.59 74.03 0.68
C21 Amm240 [425864]2[43546481]4[446482]2 1.7,1.8,1.9 0.1504 23.59 73.89 1.68
C22 Ima232 [42546182]4[425474]6 1.6,1.7 0.1543 22.64 76.55 0.97

C23 R-3m72 [425864
III]9[4668]3 1.8,2.4 0.1587 23.80 72.83 1.33

C24 I4/m60 [425864
I ]8[425864

II]2 1.9,2.1 0.1621 23.46 74.10 1.65
C25 Pnma16 [42546282]4 1.7 0.1637 22.68 76.37 0.95
C26 Ima244 [43526372]4[566481]4 1.9,2.0 0.1646 22.69 76.37 1.26
C27 Pnma24 [445466]4 2.1 0.1670 24.33 71.13 1.69 D
C28 I2121244

1 [42546272]4[566481]4 1.8,2.0 0.1677 22.44 77.63 1.38
C29 Pna220

1 1.6 0.1705 22.61 76.78 1.78
C30 Cmmm68 [4258612]2[445463]4[445464]2[512]4 1.8,1.9,2.0,3.3 0.1708 24.80 69.85 1.04
C31 Immm48 [445464]2[445466]4[445468]2 1.6,2.0,2.3 0.1717 24.27 71.52 1.18 D
C32 I -42d48 [425864]8 1.6 0.1773 22.98 75.12 0.99 D
C33 Ccce60 [426672]8 2.2 0.1781 23.48 73.41 0.73

C34 Immm44 [435663]4[445463]4[445464]2 1.6,2.0,2.1 0.1800 23.04 75.26 1.08 D
C35 I2121260

1 [42566372]4[425672]4[512]4 1.7,2.0 0.1834 22.81 75.77 1.50 D
C36 Cmmm60 [435665]4[445468

II]4 2.1,2.5 0.1899 24.05 71.95 0.62
C37 Pmmn34 [4151066]2[4356]2[445466]2 1.3,1.8,2.7 0.1954 24.48 70.52 1.20
C38 Ima248 [445466]4[425864]4 1.8,2.1 0.1960 23.77 72.17 1.20
C39 C22248

1 [425664]4 1.7 0.1971 22.85 75.48 1.30
C40 Pm-328 [445468]3[512]1 2.0,2.3 0.2010 24.48 70.45 0.89
C41 I -444 1.9 0.2012 22.78 75.63 1.39
C42 Fddd48 [435466]8 2.3 0.2317 23.99 70.53
C43 Cmmm24 [445468]2[445464]2 1.7,2.5 0.2542 24.20 69.74 0.75
C44 P 42/mcm12 [42546482]2 1.6 0.2915 22.84 72.50 0.68

properties [14,19]. To asses the size of guest molecules that can
be hosted by the cavities, we estimated the radii of the largest
possible spheres placed at the center of each polyhedra without
distorting the host structure. All silicon atoms were assumed
to be rigid spheres with a covalent radius of 1.11 Å. Since the
average bond length in the solid is slightly larger than twice the
covalent radius (≈2.38 Å) and all atoms are fully coordinated

with no bonds pointing towards the center of the voids, we can
safely assume that this value is an upper limit. The smallest
cavity of type [4356] can thus host guests with a radius of
merely 1.3 Å, whereas the largest could enclose molecules
with radii of 3.3 Å corresponding to the [4258612] cage. The
average guest radius for all structures listed in Table I is 2.0 Å.
Nevertheless, the estimated spherical radii for the guest atoms
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FIG. 4. (Color online) Energies as a function of volume/atom of the structures C01–C44 with respect to d-Si, together with the silicon
clathrates types I and II, and the predicted silicon allotrope Si20T which exhibits the best absorption to date [11].

should be considered with care and should only be taken as a
guide for the maximal size of inert guest molecules.

Most structures are semiconducting with gaps in the range
between about 0.6 and 2.0 eV as shown in Table I. Several
structures exhibit a direct or quasidirect band gap, namely,
C01, C03, C06, C07, C08, C12, C28, C32, C33, C35, and C36
(see Table I and I03, I11, I12, I24, I42, I46 in the Supplemental
Material [76]). The most promising candidates for photovoltaic
applications are thus C03, C07, C08, C32, and C36, which have
gaps close to the optimal value for the Shockley-Queisser limit
of ≈1.4 eV.

In Fig. 5, the calculated absorption spectra of some of
the most promising allotropes are shown. The calculated
absorption spectrum of the cubic diamond phase is also shown
for comparison, together with the reference air mass (AM) 1.5

solar spectral irradiance [79]. We see that, contrary to d-Si,
most of these new allotropes absorb well in the visible, in a
region perfectly compatible with the solar spectrum. This is
true even if only a few structures have a direct or quasidirect
band gap. The absorption in this region is still below the ones
of the Si20T [11] and P-1 [12] phases proposed before, but
still sufficient to allow for thin-film Si photovoltaic cells.

IV. CONCLUSION

In conclusion, a systematic search was performed using a
modified version of the minima hopping method, tailored to
imitate the synthesis process of silicon clathrates, to identify
low-density silicon allotropes. The efficiency of our method
was confirmed by the discovery of many phases reported in

FIG. 5. (Color online) Absorption spectra of selected phases. The reference air mass 1.5 solar spectral irradiance is shown in yellow (gray
solid line), whereas the absorption of d-Si is shown by the solid black line.
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literature and a plethora of hitherto unknown phases. The two
main structural motifs leading to low density are the formation
of channels or cages. Due to the large sizes of the voids both
in the channels and cages they can readily host guest atoms
which can be used to tune the material properties. Furthermore,
such guest-host materials are likely to be stabilized by pressure
as demonstrated by Kurakevych et al. [42,43]. On the other
hand, nonequilibrium processes with appropriate precursor
materials are similarly promising pathways for phase-selective
synthesis of silicon clathrate materials [33]. In view of the
potential use in optical applications, the electronic properties
were investigated by computing the band structure and the
absorption spectra. Several low-density allotropes show a
significantly improved overlap with the solar spectrum as
compared to the conventional diamond silicon and are thus

promising candidates for use in thin-film photovoltaic ap-
plications. Innovative experimental techniques and synthesis
pathways are thus called for to advance the development of
large-scale industrial photovoltaic applications of novel silicon
materials.
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