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Exciton dynamics probe the energy structure of a quantum dot-in-a-well system:
The role of Coulomb attraction and dimensionality
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We investigate the energy structure of a quantum dot-in-a-well system by tracing the population of optically
created excitons in pump-probe experiments and numerical simulations. The combination of a zero-dimensional
and a two-dimensional substructure in this system gives rise to crossed excitons, with the electron confined in
the quantum dot and the hole in the quantum well. An analysis of a large set of experiments at low carrier density
and variable extraction potential shows that excitons created with no excess energy remain Coulomb-coupled and
equilibrate and diffuse as correlated pairs. Individual quantum dots reach their quasi thermal equilibrium after
few picoseconds, spatial equilibration of the whole system is reached after 300 ps.
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I. INTRODUCTION

The conversion between optical and electrical signals in
semiconductors proceeds via creation and annihilation of
excitons. Excitons are correlated electron-hole pairs, which
can give rise to an electromagnetic field by recombination or to
an electric current by dissociation into their constituent parts.
To optimize the efficiency of this process in either direction is
a key pursuit of researchers developing semiconductor-based
solar cells and detectors as well as those working on amplifiers
and lasers.

The energy of excitons in semiconductors can be controlled
by design of the material structure and composition [1].
Frequently, the active region of semiconductor devices is
nanostructured into thin two-dimensional (2D) quantum
wells (QWs), one-dimensional quantum wires, or even zero-
dimensional quantum dots (QDs), which offer a certain flexi-
bility of designing the spectrum, and at the same time ensure
a high overlap of electron and hole wave functions [2–6].
In particular, the strong confinement offered by QDs is
promising for a large quantum yield [7,8]. The active QDs
in optoelectronic devices are immersed in a solid state
environment, which adds a complex energy landscape above
the lowest QD modes. Understanding and quantifying the
influence of this structured continuum on the dynamics of
excitons will allow to tailor escape and capture rates and thus
optimize the performance of optoelectronic devices.

In this contribution, we address the dynamics on the
spatial and energy scale of an exciton created by light
with an energy resonant to the QD ground state (GS) in a
quantum dot-in-a-well (DWELL) system at room temperature.
In DWELL structures, the active QD layer is, in addition to its
wetting layer, capped with a QW layer [9]. This QW helps to
relax the strain induced by the lattice mismatch. DWELLs
show superior performance as photodetectors [10,11], and
faster capture rates as light-emitting devices, such as lasers
and amplifiers [12,13], compared to pure QD layers. For
short times, those systems may still show typical features
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of two-level systems [14–16], but yet in- and out-scattering
processes between the QD and its surroundings as well as
carrier diffusion [17–19] proceed on a much faster time scale
than the radiative recombination [20,21]. An exciton during
its lifetime thus samples a large part of the structure, in
energy as well as in space. Interdot exchange in QD systems
has been observed in the literature [22–31], but mostly in
time-resolved luminescence or photoluminescence excitation
spectroscopy with excitation into the GaAs bulk, which adds
an excess energy by far exceeding the exciton binding energy.
In contrast to these previous experiments, we pump and probe
QD energy levels, the experimental conditions thus resembling
the absorption in a photodetector. With the sample being kept at
room temperature, exciton escape and diffusion are thermally
activated.

We create excitons in the QD GS of an In(Ga)As-based
DWELL structure by resonant optical excitation with an
ultrashort laser pulse. The QD GS is chosen for its uniquely
defined transition energy, and the laser power is kept low to
avoid multiple excitations per QD. We then trace the time
evolution of the QD GS population in pump-probe experiments
(Sec. II). Resonant experiments show the population decay in
the initially excited QD, and in off-resonant experiments the
lateral coupling between QDs is observed. We find that in
all investigated cases, the dynamics is very well described
by a transition of excitons into a quasi thermal equilibrium
(the full thermal equilibrium corresponding to recombined
excitons). This is followed by a subsequent diffusion of
thermally ejected carriers in the QW with a probability of
recapture by the QDs. A rate equation model built with these
assumptions yields excellent agreement simultaneously with
resonant and off-resonant experiments (Secs. III and IV). The
model incorporates excitons as well as unpaired electrons and
holes. We find that the probability for the exciton to dissociate
is low, and only at long times and low remaining signal levels
a purely excitonic description diverges from the observations.
This hints at the importance of Coulomb attraction for the
dynamics of dilute excitations. A quantitative analysis of
the initial thermalization process reveals the influence of
another Coulomb-mediated process, namely the formation of
“crossed excitons” (CEs), i.e., excitons formed by one carrier
confined in the QD, with the conjugate carrier in a 2D or
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bulk energy level, and bound to the QD by Coulomb attraction
(Sec. V) [29,32–34]. Tuning these CEs in and out of resonance
with QD and QW states is an important design parameter
with a significant influence on the carrier escape and capture
processes in QDs.

II. DEVICE CHARACTERIZATION
AND EXPERIMENTAL METHOD

The structure used in our experiments is an In(Ga)As-based
semiconductor optical amplifier (SOA). The active region
contains 15 layers of self-assembled QDs grown by molecular
beam epitaxy with a nominal QD density of ρQD = 1011 cm−2.
The QDs are immersed in an InGaAs QW in a DWELL
structure. The QD layers are separated by 33–35 nm thick
GaAs barriers to prevent vertical coupling. The active region
is enclosed between p and n doped bulk GaAs (pin structure),
the diode structure is illustrated in Fig. 1(a). The lateral
extension of the active region is 2 μm, the length of the
waveguide is 1.5 mm. A forward bias Uext can be applied
by a voltage supply connected to the device, reducing the
built-in band offset Uint = 855 mV to a resulting extraction
potential U = Uint − Uext. Above the threshold given by U =
0 V, electrical carrier injection starts. In this contribution, all
time-resolved experiments are conducted below threshold and
current injection is only used for state characterization by
amplified spontaneous emission (ASE), as shown in Fig. 1(b).
In addition to the ground state (GS), energetically centered
at 0.969 eV (1280 nm), the QDs exhibit one excited state
(ES), which causes a second strong emission peak centered
at 1.038 eV (1195 nm). Both GS and ES luminescence
display a broadening of about 30 meV full width at half
maximum (FWHM) due to the inhomogeneous size and shape
distribution of the QDs. In addition to the direct QD excitons,
the energy-level scheme in Fig. 1(a) shows also the positions
of possible CEs assuming an energy level spacing for the
valence band reduced by a factor of aVB = 2.7 (Ref. [34]). The
subscripts e and h denote electrons and holes, respectively.

In the time-resolved experiments, we use a heterodyne
detected two-color pump-probe scheme [35]. Pump and probe
pulses are derived from the two independently tunable ampli-
fiers of a Toptica FemtoFiber Pro laser system running with a
repetition rate of 75.4 MHz. In each of these amplifiers, the
fundamental of an erbium-doped fiber oscillator is spectrally
broadened into a supercontinuum, from which portions are
selected by an amplitude mask in the Fourier plane of 4f

pulse shapers, and compressed to a pulse duration of about
250 fs FWHM duration. Figure 1(c) shows the spectra of the
pump pulses for the resonant and the off-resonant experiment
as hatched and cross-hatched area, respectively, together with
Gaussian distributions of the densities of states for the states
overlapping with the optical excitation (GS and CE6).

Prior to coupling into the device, the probe laser beam
is split into a probe and a reference beam in an acousto-
optic modulator (AOM), shifting the frequency of every
laser mode of the probe beam by 77.3 MHz. After passing
through the sample, the probe beam is interfered with the
reference beam on a balanced photoreceiver (New Focus
model 2117-FS), and the resulting slow beating at 1.9 MHz
is detected by a fast lock-in amplifier (Perkin Elmer DSP
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FIG. 1. (Color online) (a) Schematic of the DWELL structure
within the diode structure with extraction potential U . Direct
and crossed exciton transitions are indicated with their respective
energies. (b) Amplified spontaneous emission with GS and ES
emission, the dashed vertical line marks the QW band edge. (c)
Density of states for the QD GS and CE6 as assumed in the
numerical model. Only CE6, the CE with lowest energy, overlaps
significantly with the pump spectra and contributes to the optical
excitation. The probe subensemble boundaries are chosen according
to the experimental probe spectra (not shown). The pump spectra
(hatched and cross-hatched areas for resonant and off-resonant pump,
respectively) determine the initial population.

7280). A schematic of the experimental setup is shown in
Fig. 2(a).

Fast data acquisition using a National Instruments PCI 6251
DAQ card allows us to record real and imaginary parts of
the lock-in signal at a rate of 10 kHz. By the same DAQ
card and synchronized to the acquisition, the pump laser
power can be rapidly switched by means of an AOM. Beyond
switching the pump on and off, gradual switching allows to
take simultaneous multi-power measurements (SMPM). With
the high data acquisition rate, while the pump delay stage is
continuously running, we typically track pump-probe traces
at five SMPM power levels within 30 s, minimizing the
susceptibility to slow drifts. By SMPM, we can monitor the
saturation behavior and linearity of the sample response for
all experimental conditions. In particular, we can exclude a
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FIG. 2. (Color online) (a) The heterodyne pump-probe setup.
The synchronized AOM control and data acquisition via DAQ card
allows for fast sampling and simultaneous multipower measurements
(SMPM). (b) (Left) An exemplary set of data, taken from the resonant
series at U = 750 mV. (Right) A plot of peak amplitude versus pump
power (level visualized by dashed arrows) shows a saturation well
described by Eq. (1). In the low-power limit, the optical GS response
increases linearly with ηG = γf (max) [dotted (blue) line].

significant influence of nonlinear processes like two-photon
absorption on our experiments.

We base our data analysis on the differential gain G(t). It is
defined as GP (t) = 10 lg |SP (t)/Soff(t)| in decibel (dB), where
SP (t) is the lock-in signal with a pump pulse of power P , Soff (t)
is the signal without pumping, and t denotes the temporal
delay of pump and probe pulse. Since the logarithm takes into
account the effect accumulation upon propagation, G(t) is
proportional to the carrier population within the spectral range
of the probe pulse. An exemplary SMPM set of differential gain
curves is shown in Fig. 2(b). Positive values indicate increased
gain, i.e., reduced absorption by creation of additional carriers
by the pump pulse. With linearly increasing pump power, the
data show a clear saturation behavior that is well-described by
the function

f (sat)(P ) = f (max)[1 − exp (−γP/P0)] (1)

with fmax = (11.8 ± 0.3) dB, γ = 1.43 ± 0.06; and the max-
imum power P0 = 1.35 mW (18.0 pJ/pulse) for this particular
experiment. This dependence is visualized in Fig. 2(b) and
used later to fit the optical GS response ηG (see Sec. IV E).

We performed two series of pump-probe experiments.
Maximum power and spectral ranges are summarized in

TABLE I. Parameters of the two experimental series, resonant
and off-resonant, respectively. Spectrum limits denote energies at
which the spectral density drops below 5% of the maximum value.
The spectral distribution of the pump pulses is illustrated in Fig. 1(c).

Parameter Resonant Off-resonant

Maximum power P0 1.35 mW 128 μW
Probe spectrum red limit 964 meV 965 meV
Probe spectrum blue limit 977 meV 975 meV
Pump spectrum red limit 951 meV 988 meV
Pump spectrum blue limit 998 meV 998 meV
Number of bias levels 18 22
Number of SMPM power levels 5 4
Total number of curves 90 88

Table I, the pump pulse spectra are shown in Fig. 1(c). The
probe pulse spectra (not shown) are restricted in width to the
central area of the Gaussian distribution in Fig. 1(c) denoted as
probe subensemble. In the first series, pump and probe spectra
overlap. We will refer to this as the “resonant series.” For the
second pump-probe series, the “off-resonant series,” the pump
is centered at 0.993 eV (1249 nm) and separated from the probe
by 13 meV [Fig. 1(c)]. Both series were repeated for a range of
different forward bias voltages Uext. To keep the experimental
conditions as clean as possible, we varied Uext between 0 and
850 mV, where the band bending is compensated. At higher
bias, current starts to flow, and the additional heating and
Coulomb interaction require a treatment on a higher level of
complexity [19,36–38].

III. RESULTS

Representative experimental results for the resonant and
the off-resonant pump-probe series are shown as (blue) scatter
plots in Figs. 3 and 4, respectively. The results of our numerical
model, which is described in detail below, are shown as dashed
(red) lines.

For the resonant series, we recorded a total of 90 pump-
probe traces at 18 extraction potential steps with 5 SMPM
levels in power. Figure 3(a) displays the differential gain G

versus pump-probe delay t for different extraction potentials
U from 0 to 750 mV for the resonant experimental series. We
observe an ultrafast subpicosecond response, the amplitude
of which increases with increasing U . A part of the initial
response decays on a time scale of few ps, followed by a
slower decay back to equilibrium. To visualize the long-time
dynamics, the curves are displayed on a semilogarithmic scale
in Fig. 3(b) for a longer time range. We see an almost single-
exponential decay for high U , which changes to a transition
between two time regimes with decreasing U . The ultrafast
dynamics, on the other hand, is not sensitive to U , as is shown
in Fig. 3(c), where we plotted the curves normalized to their
maximum.

Analogous data and numerical simulation results for the off-
resonant pump-probe series are collected in Figs. 4(a)–4(c).
Here, we collected altogether 88 curves at 22 extraction
potential steps and 4 SMPM power levels. For this series,
the pump pulse was centered at 1249 nm, on the blue wing of
the GS ASE distribution. Even though the spectral overlap of
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FIG. 3. (Color online) A representative set of data from the
resonant series (20% of maximum power). The (blue) dots represent
experimental data, the (red) dashed lines numerical fits, bold numerals
in (a) and the arrow in (b) indicate extraction potential U (mV).
(a) The initial decay of the gain curves shows little dependence on the
extraction potential U . The data are displayed with a 10-ps horizontal
offset for clarity. (b) Decay of differential gain on the nanosecond
time scale. The long time dynamics strongly depend on U . (c) Gain
curves normalized to the simulated curve maximum. The ultrafast
dynamics is independent of U .

pump and probe pulses was negligible, we observe an ultrafast
response and hints of an ultrafast decay in the probed QD
GS at 1280 nm in all cases [Fig. 4(a)]. On an intermediate
time scale, the pump-probe traces differ significantly from the
resonant experiment. We observe a building up of population
for about 100 ps, followed by a slow decay towards equilibrium
[Fig. 4(b)]. All 178 curves can be excellently described in a
simultaneous fitting procedure over three orders of magnitude
in time and two orders of magnitude in signal amplitude.

IV. NUMERICAL MODEL

For a quantitative analysis of the data, we construct a rate
equation model composed of the QD and a surrounding 2D
continuum. A direct comparison in Refs. [23] and [39] of QDs
with surrounding QW and such without even a wetting layer
showed the decisive role of the QW in the interdot coupling.
The qualitative change of decay behavior upon variation of the
extraction potential U observed in Fig. 3(b) can be displayed
in terms of an instantaneous time constant τ (t) = −G(t)/Ġ(t)
[Fig. 5(a)]. It shows a constant decay rate for high U and a
linear growth of the time constant for low extraction. This
linear growth is expected for diffusive processes. We assume,
without knowing the particular transfer mechanism, that the

FIG. 4. (Color online) Off-resonant experiment (100% of max-
imum power), bold numerals in (a) and the arrow in (b) indicate
extraction potential U (mV). The (blue) dots represent experimental
data, the (red) dashed lines numerical fits. (a) Within the first few
picoseconds, an immediate response is observed. Diffusing carriers
arrive after some tens of picoseconds. (b) On the nanosecond time
scale, diffusing carriers feed the probed GS, a maximum is reached at
137 ps for low extraction (dark curves). After 300 ps, the spatial
inhomogeneity is smoothed out and the decay is similar to the
resonant case (Fig. 3). (c) The contributions of GS and CE population
according to the numerical model for U = 0V .

effective mathematical form of the carrier motion in 2D is
the one of a diffusion process. We thus model the QD as a
three-level system, and for the QW we assume an unstructured
continuum in which we implement a random walk process for
the particles with Boltzmann-distributed thermal velocities.
The model is schematically displayed in Fig. 5(b).

We use a linear differential equation system

d

dt
�N = M · �N (2)

with state vector �N and a transition matrix M . If the matrix
M is known, the solution �N (t) can be easily calculated by
numerical determination of the eigenvalues and eigenvectors
of M . While this approach would not be sufficient to describe
a QD-SOA in general, the specific experimental conditions
described above make it applicable; here, every excitation is
created in the GS of a spatially isolated QD, for most quantum
dots a single exciton or no exciton at all is created (random
biexcitons will be neglected). In this case, excitations are very
dilute and exciton-exciton interactions can be neglected. Most
of all, the absence of other carriers allows to treat fermions like
bosons, without concerns about state filling. The calculations
are carried out using SCILAB 5.5.1.
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FIG. 5. (Color online) (a) Instantaneous decay constants τ (t) =
−G(t)/Ġ(t) for the resonant pump-probe series at different extraction
potentials, calculated from linear fits for 15-ps time intervals. The
dashed (red) lines represent linear fits of the limiting cases of zero and
high extraction. (b) The basic scheme of states for the rate equation
model. (c) The transition probability to other QDs is proportional to
the number of QDs in area A, which is approximated in Eq. (13) as
the area with a bold (blue) contour. (d) Inward diffusion probability
within one subensemble is proportional to the solid (red) fraction of
the circle.

A. States

The fundamental scheme of the rate equation model and
the allowed transitions between the states are illustrated in
Fig. 5(b). The scheme is designed to take into account the
spectral distribution of the states within the inhomogeneously
broadened QD ensemble, different behavior of paired and
unpaired carriers as well as different degrees of confinement.
Instead of consecutive numbering we will use a triplet (jkl) to
identify these three features, respectively, and to address the
elements Njkl,ξ of �N , which is nevertheless a column vector.
The fourth index ξ ∈ {res,off} for resonant and off-resonant
experiment will only appear if it is necessary to distinguish
between the two experimental series, and will be omitted other-
wise for simplicity. For the elements of transition matrix M , we
use the notation M

jkl

ικλ for the element in column (jkl) and row

(ικλ), i.e., a transition from (jkl) to (ικλ) for positive entries.
All elements of M not mentioned explicitly below are zero.

Confinement. By the first index j ∈ {G,E,C,1, . . . ,n} the
quantum dot or 2D continuum state is identified. The QD is
represented by a three-level scheme, containing the QD GS
(G), the QD ES (E), and a generalized CE state (C). Note that
the manifold of CE states available for equilibration contains
all possible CE states, while the only CE state energetically
accessible for optical excitation is the lowest state [CE6, see
Figs. 1(a) and 1(c)]. The numbered states represent the two-
dimensional continuum into which the QD is embedded. In-
plane radial symmetry allows to model the 2D continuum in a
1D representation; each of the n continuum states represents a
ring of width R and outer radius jR, j ∈ {1, . . . ,n}, centered
at the QD. The model for the continuum dynamics is explained
in detail in Sec. IV C. The different states of the system have
different degeneracy: while the sizes of ground state N

(max)
G =

1 and excited state N
(max)
E = 2 are fixed, the size of the crossed

exciton state N
(max)
C is determined as a fit parameter. No specific

size is attributed to continuum states, as explained below.
Spectral ensemble. The second index k ∈ {r,p,b} identifies

the relative energy of the spectral subensemble. Relative to
the experimental probe pulse spectra, the QD ensemble is split
into three subensembles [Fig. 1(c), details in Sec. IV E]. The
central part of the QD ensemble is the probe subensemble (p),
it represents a fraction of dp of the QDs. QDs with lower GS
energies are represented by the red subensemble (r) with size
dr, those with higher energies by the blue subensemble (b)
with size db, with dr + dp + db ≡ 1. For the QD GS ensemble,
we assume a Gaussian distribution for the density of states:

D(E) = exp

[
− ln 2

(
E − E(ens)

w(ens)/2

)2 ]
(3)

centered at E(ens) and a FWHM of w(ens) [see Fig. 1(c)].
Particle type. Finally, the particle type is given by the third

index l ∈ {x,e,h} for excitons (x), unpaired electrons (e) or
unpaired holes (h). Of course, unpaired carriers cannot occupy
CE states, so the state j = C does not exist for l ∈ {e,h}.

B. Transitions

Every state (jkl) is placed at a specific position Ejkl on the
energy scale. The ground state energies of excitons (j = G,
l = x) are determined as weighted average of the Gaussian
ensemble distribution in Eq. (3). We assume EEkx = EGkx +
70 meV, which can be read directly from the ASE spectra
[Fig. 1(b)] and

ECkx = EGkx + 100 meV. (4)

Equation (4) reflects the estimation of a weighted average for
all CEs based on the knowledge that CE1 and CE2 exist above
the QW band edge [34] and the assumption that CE3-CE6

[Fig. 1(a)] also provide states (see Sec. V for discussion). All
continuum states are located at E(QW) = 1.061 eV, as was de-
termined for a similar structure in Ref. [34]. For electrons and
holes, ground and excited state energies (j ∈ {G,E}) are set
to fulfill the condition Ejke = (aVBEjkx + E(QW))/(aVB + 1)
and Ejkh = (Ejkx + aVBE(QW))/(aVB + 1), respectively.
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In our model, the probability for upward transitions
(Eικλ > Ejkl) is reduced by the Boltzmann factor



jkl

ικλ = exp

(
Ejkl − Eικλ

kBT

)
(5)

with Boltzmann constant kB and temperature T = 300 K.
Downward transitions are not modified (
jkl

ικλ ≡ 1 for Eικλ �
Ejkl).

For intradot transitions between the states G, E, and C,
we assume a time constant of τQD = 2 ps (Refs. [40,41]). The
matrix elements for intradot transitions are under consideration
of degeneracy:

M
jlm

ιlm = N (max)
ι 


jlm

ιlm

/
τQD (6)

for j,ι ∈ {G,E,C},j �= ι.
Transitions are allowed between the QD and continuum

state 1. An exciton transits between QD state C and continuum
state 1, so escape from the QD and capturing into the QD
can be considered as a stepwise process only applying to
one of the constituent carriers at a time, similar to the carrier
capture via indirect excitons observed at elevated temperatures
in Ref. [42]. A state size N (max) is not introduced explicitly for
the continuum and therefore the degeneracy is included in the
time constants τesc for escape and τcap for capture, respectively.
The matrix elements are given by

M1kx
Ckx = 
1kx

Ckx

/
τcap, (7)

MCkx
1kx = 
Ckx

1kx

/
τesc. (8)

Since unpaired carriers l ∈ {e,h} do not have a CE state, the
continuum state 1 is coupled to states G and E with the same
time constants:

M1kl
jkl = 
1kl

jkl

(
N

(max)
j

N
(max)
G + N

(max)
E

)/
τcap, (9)

M
jkl

1kl = 

jkl

1kl

/
τesc. (10)

for j ∈ {G,E}.

C. Diffusion

In our model, we picture the lateral interdot carrier transfer
as a consecutive process involving thermal ejection from a
QD, subsequent diffusion in the QW, and capture by a QD.
Tunneling between dots or the formation of QD molecules
is unlikely at the given dot density, which corresponds to
an average interdot distance of 30 nm [43,44]. The diffusion
of carriers in the 2D continuum and the transition from one
spectral subensemble to another is modeled in terms of simple
geometrical considerations illustrated in Figs. 5(c) and 5(d).
Carriers are treated as particles with masses me = m∗

e for
electrons, mh = m∗

h for holes and mx = me + mh for excitons,
with the effective masses m∗

e = 0.041m0 for electrons and
m∗

h = 0.465m0 for holes taken from the literature [45], with
electron rest mass m0. The particles move at thermal velocities
given by the Boltzmann distribution

Fl(v)dv dϕ = mlv

2πkBT
exp

(
− mlv

2

2kBT

)
dv dϕ. (11)

Every carrier is assigned to its nearest QD. Other QDs are
assumed to be distributed homogeneously in the 2D continuum
according to nominal QD density ρQD. A carrier transits from
one QD to another if it is closer to a different QD after a motion
of time interval dt [Fig. 5(c)]. In this moment, the distance to
new and old nearest QD is equal, so the ring number j is
conserved. The carrier starts at a distance r from its present
QD in a direction given by angle ϕ to a new position at distance

r ′ =
√

(v dt sin ϕ)2 + (r − v dt cos ϕ)2

≈
√

r2 − 2 r v dt cos ϕ, (12)

where we used v dt 	 r . The transition probability is equal
to the number of QDs in the (red) filled area A, which can be
approximated as

A(r,v,ϕ) = |ϕ|(r ′2 − r2) + 2 r v dt |sin ϕ|
= 2 r v dt(| sin ϕ| − |ϕ| cos ϕ) (13)

with ϕ ∈ [−π,π ]. By integrating over all directions and
velocities, the transition matrix element becomes

M
jkl

jκl = dκρQD

∫ ∞

v=0

∫ π

ϕ=−π

dv dϕ Fl(v)
A(r,v,ϕ)

dt

= dκρQD

√
32 kBT

πml

r (14)

with k,κ ∈ {r,p,b},k �= κ under consideration of subensemble
size dk .

To derive the probability to move inward from ring j ∈
{2, . . . ,n} to the next inner ring j − 1 within the same
subensemble, we consider a carrier at distance D from the ring
border [Fig. 5(d)]. The probability to cross the border is given
by p(v,D) = (arccos D

vdt
)/π for D � v dt , and p(v,D) ≡ 0

otherwise. Integration over all velocities and points of the ring
yields

M
jkl

(j−1)kl = 2(j − 1)

(2j − 1)Rdt

∫ ∞

v=0
dv Fl(v)

∫ R

D=0
dD p(v,D)

= 2(j − 1)

(2j − 1)R

√
2 kBT

πml

, (15)

where we used that the carrier distance from the QD is
approximately constant at (j − 1)R.

An analogous calculation yields the outward diffusion
matrix element for j ∈ {1, . . . ,(n − 1)}. Moving away from
the nearest QD also increases the probability to reach the area
of another QD. Since outward movement becomes inward
movement from the viewpoint of the new QD in this case, we
assume that a carrier that changes the subensemble actually
does not diffuse outward any more, therefore we reduce the
matrix element by the result from Eq. (14):

M
jkl

(j+1)kl = 2j

(2j − 1)R

√
2 kBT

πml

−
∑
κ �=k

M
jkl

jκl . (16)

This matrix element also determines the necessary number of
rings n that is given by Mnkl

(n+1)kl � 0.
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D. Extraction and decay

So far, only off-diagonal elements of M have been dis-
cussed. All the processes described above conserve the number
of particles in the system. Additionally, we included several
decay processes into the numerical model, which annihilate
particles or dissociate excitons into unpaired carriers. First,
excitons in all states are subject to recombination determined
by an average recombination time constant τrec. Furthermore,
excitons in the 2D continuum dissociate with a time constant
τdis and create an unpaired electron and hole. In the continuum
states, also the extraction potential U extracts unpaired carriers
from the system and single carriers from excitons with a time
constant τex, the latter meaning the annihilation of an exciton
and simultaneous creation of an unpaired carrier. Therefore
we find another off-diagonal element for l ∈ {e,h} that rep-
resents intrinsic and potential-induced exciton dissociation,
respectively, for continuum states j ∈ {1, . . . ,n}:

M
jkx
jkl = τ−1

dis + τ−1
ex (U ). (17)

Thus, the diagonal-elements of exciton continuum states
become

M
jkx
jkx = −

⎛
⎝ ∑

(ικλ)�=(jkx)

M
jkx
ικλ

⎞
⎠ − τ−1

rec + τ−1
dis , (18)

where the term in parentheses sums the corresponding off-
diagonal elements for particle number conservation and the
last term compensates the double appearance of the first term
of Eq. (17) in this sum (two unpaired carriers are created by
dissociation, but only one exciton is annihilated). For excitons
l = x in quantum dot states j ∈ {G,E,C} only recombination
applies:

M
jkx
jkx = −

⎛
⎝ ∑

(ικλ)�=(jkx)

M
jkx
ικλ

⎞
⎠ − τ−1

rec . (19)

Unpaired carriers l ∈ {e,h} can not recombine, so extraction is
the only decay channel in the continuum j ∈ {1, . . . ,n}:

M
jkl

jkl = −
⎛
⎝ ∑

(ικλ)�=(jkl)

M
jkl

ικλ

⎞
⎠ − τ−1

ex (U ) (20)

and no decay channels apply for the quantum dot states
j ∈ {G,E,C}:

M
jkl

jkl = −
⎛
⎝ ∑

(ικλ)�=(jkl)

M
jkl

ικλ

⎞
⎠ . (21)

E. Optical interaction

As a last step, optical pumping and probing have to be
implemented, where pumping means setting an initial state
�N (0)

ξUP = �NξUP (t = 0) and probing means the derivation of a

gain curve GξUP (t) from the solution �NξUP (t) of Eq. (2) for
every experimental series ξ ∈ {res,off}, extraction potential
U , and optical pump power P . The calculation is based on
two parameters, the optical GS response ηG and the optical
CE6 response ηC, respectively. Both parameters are allowed
to depend on U , ηC additionally depends on P , to reproduce
the dependencies in the experimental transition probabilities.
Table II summarizes the subsets of data used to determine ηG

and ηC. If one of them is not determined explicitly for a curve,
it is interpolated from the parameters of other curves.

The optical GS response ηG governs the peak height in the
resonant experiment series [Fig. 2(b)]. According to Eq. (1),
we determine f

(max)
U and γU from the SMPM power depen-

dence of the resonant experiment series for every U . Since
these fit parameters are strongly interdependent, we will dis-
cuss the product ηG,U = γU f

(max)
U as the optical GS response.

The model for the conversion of light to population follows
the spectra shown in Fig. 1(c). The spectral limits of the
probe subensemble, ν(min)

Gp,ξ and ν
(max)
Gp,ξ , are set where the spectral

density of the probe pulse drops below 5% of the maximum
value (see Table I). From the measured pump spectra we

TABLE II. Overview of model parameters. Except for the last three rows (explained in detail in Fig. 6), these parameters are used by all
curves. The right-hand side of the table depicts fitting details: the fitting routine can be restricted to a certain subset of curves, to a time range
tmin � t � tmax, and to upper and lower value limits. For values in parentheses, this limit has not been reached.

Parameter Value Experiment series tmin tmax Lower limit Upper limit

GS ensemble center E(ens) 973.5 meV Both 0 ps ∞ (971 meV) (974.5 meV)
GS ensemble width (FWHM) w(ens) 44.1 meV Both 0 ps ∞ 44.1 meV (55.8 meV)
Ring width R 3 nm (Fixed)
CE state size N

(max)
C 25.9 Resonant 5 ps 15 ps (0)

Intra-dot time τQD 2 ps (Fixed)
Escape time τesc 16.5 ps See Fig. 7(a) 50 ps 200 ps (0 ps)
Capture time τcap 49.2 fs Both 0 ps 100 ps (0 ps)
Recombination time τrec 752 ps Both 0 ps ∞ (0 ps)
Dissociation time τdis 2500 ps Both 0 ps ∞ (0 ps) 2500 ps

Optical GS response ηG Fig. 6(a) Resonant 0 ps 1.5 ps (0)
Optical CE6 response ηC Fig. 6(b) Off-resonant 0 ps 10 ps (0)
Extraction time τex Fig. 6(c) Both 0 ps ∞ (0 ps)
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derive the spectral photon density �ξ (ν). According to this
distribution, the initial population is set to

N
(0)
Gkx,ξUP = f

(max)
U

∫ ν
(max)
Gk,ξ

ν
(min)
Gk,ξ

(1 − e−γU P�ξ (ν))D(hν)dν, (22)

N
(0)
Ckx,ξUP = ηC,UP

∫ ν
(max)
Ck,ξ

ν
(min)
Ck,ξ

P�ξ (ν)

× D

(
(aVB + 1)hν − E(QW)

aVB

)
dν, (23)

where h is the Planck constant.
The differential gain for GS probing is calculated as a

weighted sum of states from the solution �N (t) of Eq. (2).
Only carriers in the probe subensemble contribute to the
weighting vector �W , the marginal overlap with CE6 of the red
subensemble [Fig. 1(c)] is neglected. Unpaired carriers in state
G switch a QD in the probe subensemble from being absorbing
to transparent; this contribution is set to WGpe = WGph = 1.
Also, crossed excitons in state C of the probe subensemble
may switch the GS transition to transparency, if one carrier of
the CE is in a QD GS state. Here, we assume that 80% of CEs
are related to a conduction or valence band GS (20% related to
ES are not probed experimentally), so WCpx = 0.8. An exciton
in state G switches a QD from absorbing to amplifying, so
it contributes with WGpx = 2. Considering the bias-dependent
optical GS response, the differential gain becomes

GξUP (t) = ηG,U ( �W · �NξUP (t)). (24)

For comparison with experimental data, all simulated curves
are convoluted with a Gaussian of 500 fs FWHM to take
temporal resolution into account. The model parameters are
summarized in Table II. They were fitted to the data by an
iterative minimization of squares if not depicted otherwise in
the table.

V. DISCUSSION

From our numerical simulation, we can now extract the
underlying physical processes that are reflected in the pump-
probe traces. In the resonant case, the excitation decays in three
stages. Within the first 3 ps, the exciton distribution relaxes
from the GS to a quasi thermal equilibrium [Fig. 3(a)]. This
proceeds predominantly by intra-dot transitions to the ES and
CE state governed by the time constant τQD. In the intermediate
time regime (3 ps to 300 ps), we observe a strong dependence
of the population decay on the extraction potential. For strong
extraction, the decay becomes nearly single-exponential since
the return probability for excitons that escaped from QDs
is strongly reduced. For low extraction, the resulting decay
rate decreases due to an increasing probability of recapture
from the continuum. Finally, for t > 300 ps, the excitation
is spatially equilibrated over the entire system and decays
at a potential-dependent average rate. Nevertheless, we see a
slight reduction of this rate for later times, especially in the
high extraction case. As experiment and model agree very well
in this aspect, this can be attributed to unpaired carriers that
cannot recombine any more. Generally, in our observations, the
dynamics is well described by carriers relaxing and diffusing as

excitons, rather than as unpaired electrons and holes. In case of
fast dissociation and diffusion of unpaired carriers, one would
expect a strong dependence of the long time behavior on the
initial carrier density increasing with the SMPM power level,
as re-pairing is necessary for recombination. However, this is
not observed. These findings are in contrast to results obtained
in photoluminescence spectroscopy [22] with excitation into
the bulk, where carriers were found to behave as independent
electrons and holes. Creating carriers with no excess energy
in our case maintains the Coulomb correlation, and leads to a
dominating excitonic behavior.

The off-resonant experiment yields complementary in-
formation from the viewpoint of a spectrally—and as well
spatially—different QD subensemble. An immediate response
observed for short times indicates absorption by a CE state
coupled to the GS of the QDs of the pumped spectral
range [34]. According to the density of states scheme in
Fig. 1(c), CE6 of the probed subensemble is pumped in this
case, leading to a direct response of the probed (off-resonant)
subensemble [Fig. 4(a)]. Figure 4(c) visualizes the relative
contributions of QD GS and all CEs according to Eq. (24).
At longer times, diffusing excitons arrive in the probed
subensemble and start filling the GS in the intermediate-time
regime. The population maximum is reached after 137 ps for
U = 0 V. In the long-time regime, the off-resonant experiment
behaves like the resonant one due to spatial equilibration.

A deeper insight into the nature of the contributing
transitions is gained from the dependence of the parameters
presented in Fig. 6 on the extraction potential U and the pump
power P . Of particular interest is the comparison of the optical
GS response ηG [Fig. 6(a)] and the optical CE6 response
ηC [Fig. 6(b)] obtained from the numerical fits to the data.
Remarkably, these transitions exhibit an opposite dependence
on the extraction potential. While ηG is smallest for low U

and increases continuously for increasing potential, the optical
CE6 response ηC is largest for compensated band bending
and decreases for increasing U . This is a strong indication
that GS and CE6 are indeed different states, as the natural
polarization of the QD-QW crossed exciton is shown in the
literature [46] to be perpendicular to the QD GS transition,
hence the opposite response to a polarizing electric field. The
observed pump power dependence in Fig. 6(b) could be caused
by an excitation-power dependent linewidth broadening of the
GS transition [47], resulting in an increased spectral overlap of
pump and probe pulse that becomes non-negligible compared
to CE6 for high power. The vertical offset thus can be attributed
to unintended GS pumping.

The efficiency of carrier extraction is an important figure
of merit for detectors and solar cells. We quantify it for our
system through the parameter τ−1

ex , which we determine for
every curve [Fig. 6(c)]. The efficiency of extraction increases
as the extraction potential aids the charge separation. Strong
band bending thus means strong extraction. Interestingly, the
extraction efficiency we observe shows at high U (low forward
bias) also a pump power dependence. For increasing pump
power, the data show a reduction of extraction efficiency. Two
processes might contribute to this behavior: on one hand, two-
photon absorption occurs for high optical power that dominates
in the case of low electrical carrier injection (not shown),
but is present also below threshold. The additional carriers
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FIG. 6. (Color online) Parameters with potential and power de-
pendence. (a) Normalized optical GS response ηG = γf (max), with
γ and f (max) according to Eq. (1) fit to the initial population of the
resonant experiment. (b) Optical CE6 response ηC, also normalized
to the maximum of ηG. (c) Extraction efficiency τ−1

ex . Efficiency
reduction for high pump power can be attributed to compensating
fields caused by a large number of extracted carriers.

relaxing from higher states would compensate the extraction
partially. On the other hand, and more important in our opinion,
the larger number of created carriers for higher pump powers
will intrinsically compensate the band bending and screen the
extraction potential [48].

A systematic variation of model parameters in Fig. 7 reveals
the influence of individual processes on the system dynamics.
Parts (a)–(d) of the figure show calculations reproducing the
curves measured for zero extraction potential (shown as dotted
lines) from Figs. 3 and 4, and the results upon varying the given
parameters. Thin (blue) curves represent decreased values
of τesc [Fig. 7(a)], τcap [Fig. 7(b)], R [Fig. 7(c)], and τdis

[Fig. 7(d)]. Bold (red) curves correspond to increased values,
respectively.

Apart from the carrier number relations, the temporal
development of the carrier population is defined primarily by
escape time τesc, capture time τcap and ring width R. Variations
of these parameters are displayed in Figs. 7(a)–7(c) for the
resonant and the off-resonant series. These three parameters
are interdependent within our model approach, so we cannot
claim a physical significance for the numerical values our
fitting procedure extracts. Furthermore, one must have in mind

FIG. 7. (Color online) Variation of model parameters for the
U = 0 V curves in Figs. 3 and 4 (data shown as dotted line). If
not depicted otherwise, bold (red) curves represent increased values
(150%, 200%, 300%, 400% from dark to light), thin (blue) curves
represent decreased values (80%, 60%, 40%, 20% from dark to light).
(a) Escape time τesc has crucial influence on the temporal position of
the signal maximum in the off-resonant experiment. (b) For slow
capturing (increased τcap) less carriers populate the QD states. (c) In
contrast to τesc and τcap, the ring width R has a significant influence on
the long time behavior. (d) Exciton dissociation to unpaired electrons
and holes is found to be too slow to be observed clearly within the
temporal range of our experiment. Faster decay would result in a long
lasting signal component.

that τesc and τcap do not reflect just the wave-function overlap,
but also include energy information according to Eq. (4),
the state size ratio of state C and continuum state 1, and
are determined for the QD-QW coupling model that neglects
spatially extended coupling beyond continuum state 1. Thus
the ratio τesc/τcap = 335 in Table II must be read with care.
A variation of the individual parameters, however, provides a
qualitative insight into the dynamics.

A first observation is the critical dependence of the temporal
position of the signal maximum in the off-resonant series
on τesc. We exploited this observation during the fitting
process, where we used minimization of deviation from the
experimental maximum (137 ps) instead of least squares
for τesc. On the other hand, τcap and R affect the temporal
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position less than the height of the maximum. In the resonant
series, especially the steepness of decay after thermalization
is determined by time constants τesc and τcap. These time
constants have significant influence on the curve shape in the
intermediate time range, but result in similar signal levels after
1 ns, when carriers have spread over the entire system. In
contrast, the long time signal level is very susceptible to ring
width R. The ring width in our model determines the number
of scattering events a carrier in the continuum experiences,
as any directional information of former steps is erased and
independently redetermined by Eq. (11). Disorder thus induces
localization.

The dissociation time constant τdis governs the survival of
excitons. Its influence can be seen in Fig. 7(d). Faster dissoci-
ation means more electrons and holes without recombination
possibilities that survive for a long time in the resonant and
the off-resonant case.

VI. CONCLUSIONS

We observed the optically induced carrier dynamics in a
quantum dot-in-a-well system at low carrier densities in two-
color ultrafast pump-probe experiments at room temperature.
QDs in a well represent a combined zero-dimensional and
two-dimensional system, which in addition to the QD and QW
eigenstates exhibits “crossed exciton” states, with one carrier
confined in the QD and the conjugate carrier in the QW. The
CEs are bound together by Coulomb attraction. Their influence
is revealed on the ultrafast time scale by the presence of a
transition channel feeding or depleting the QD GS, and having

an energy corresponding to QW energy levels. Once escaped to
the QW, in our observations the carriers are still likely to form
correlated pairs, which are then re-captured by their original or
a neighboring QD. To support these assumptions, we created a
numerical model approach for inter-dot diffusion including CE
states that simultaneously reproduces the temporal evolution
of 178 pump-probe traces in two series of experimental data
over three orders of magnitude in time and two orders of
magnitude in amplitude. The model-based analysis of bias
and power dependencies revealed significant differences in the
optical response of the addressed direct and crossed excitons:
while direct transitions are most efficient in the unbiased case,
the crossed excitons show opposite behavior, supporting the
assumption of two qualitatively different transitions. Coulomb
effects and dimensionality together form a potential landscape,
which prefers excitons over unpaired carriers and creates an
additional trapping potential around the QDs. For a complete
explanation the dynamics thus has to be analyzed on a
spatial as well as on an energy scale. For the optimization
of similar structures for device applications, the robustness
of these effects in presence of carrier-carrier scattering at
higher densities created by injection currents is of high
interest.
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