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Antiferromagnetic structures and electronic energy levels at reconstructed NiO(111) surfaces:
A DFT + U study
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We studied how the surface reconstruction and passivation influence the antiferromagnetic and electronic
structures of NiO(111) surface using first-principles electronic structure calculations. These features lead to a
surprisingly wide variety of different surface electronic structures, and some surfaces are even metallic. Different
reconstructions and surface passivation were also found to qualitatively alter the charge-transfer band gap type of
bulk NiO. At the same time, the antiferromagnetic character of bulk NiO in the 〈111〉 direction is retained even
near the surface, and the magnetic moment quickly converges to the bulk value within a few surface layers.
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I. INTRODUCTION

Nickel oxide (NiO) has attracted considerable attention for
decades because it offers a number of desirable magnetic
and electronic properties such as antiferromagnetism and
p-type semiconducting character, respectively, for potential
technological applications. In recent years, NiO nanomateri-
als have been widely investigated for various technological
applications including catalysis, battery cathodes, gas sensors,
electrochromic films, and solar cells [1–6], and therefore it has
become important to understand how material surfaces alter
these magnetic and electronic properties of NiO.

An important characteristic of bulk NiO is its antiferro-
magnetic (AFM) character in the [111] direction. NiO has
attracted great attention because of its high Néel temperature
of 523 K [7]. Small particles of an AFM material start to behave
differently from their bulk counterpart by exhibiting a variety
of new physical phenomena, such as superparamagnetism
and weak ferromagnetism as discussed by Néel [8]. Within
the Néel’s model, the large permanent magnetic moments
in nanomaterials are attributed to uncompensated spins, and
the common two-sublattice model of the antiferromagetic
ordering is still applicable. However, the two-sublattice model
does not fully explain the experimentally observed anomalous
magnetic properties of NiO nanoparticles [9], such as large
magnetic moments, enhanced coercivity, and hysteresis loop
shifts. Kodama and coworkers instead proposed a multisub-
lattice model [9] to explain the large magnetic moment. In
their study, numerical modeling of spin configurations in NiO
nanoparticles suggested a new finite-size effect, where the
reduced coordination of surface spins causes a fundamental
change in the magnetic order throughout the particle, by
creating multisublattice (eight-, six-, or four-sublattice) spin
ordering. Recently, several studies [9–14] have shown that
NiO nanoparticles would be formed by a spin-glass-like shell
strongly coupled to an AFM core. Such a unique magnetic
structure leads to the exchange bias (EB) phenomenon [12,15],
which can be attributed to the enhanced coercivity and loop
shift. Indeed, a breakdown of the antiferromagnetic order has
been suggested near the top layers for some structures, where
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an uncompensated FM or a spin-glass-like surface shell is
exchange coupled to an AFM core [15]. In addition, surface
morphology was proposed to control magnetic properties such
as disappearance of the AFM core and the variation of the
EB field and coercivity in small NiO nanoparticles [14].
However, existing studies on NiO nanoparticles mainly focus
on size effects on the magnetism of the system. The surface
morphology aspect needs to be investigated in detail.

NiO materials have attracted significant interests also for
solar energy conversion because of their p-type character.
In the context of solar cells, many groups have started to
explore p-type semiconductors for dye-sensitized solar cells
(DSSCs) [16–18] and dye-sensitized photoelectrosynthesis
cells (DSPECs) [19,20] where hole injection from an adsorbed
molecule into the valence band of the surface takes place
[21–23] instead of the electron injection as in the traditional n-
type system. The motivation for developing a complementary
p-type system stems from building a desirable tandem cell
composed of both photoanode and photocathode materials
[24,25], which has the capability of surpassing the Shockley-
Queisser limit [26,27]. Mesoporous NiO interfaced with an
organic dye has been studied [28,29] and shown to achieve
the photoconversion efficiency of 1.3% in context of p-type
DSSC in recent years [28]. However, this device exhibits low
power-conversion efficiencies in p-DSSCs devices, which has
been interpreted as a consequence of several reasons, including
small open circuit voltage (VOC), low hole mobility, poor
chromophore surface loading, and high charge carrier recom-
bination rates [30,31]. By synthesizing the nanoplatelets with
the (111) surface exposed, Flynn and coworkers have recently
investigated the p-DSSC performance and its dependence on
various annealing conditions for the synthesis [32]. These
nanoplatelets are less than 10 nm in thickness in the [111]
direction, and the observed dependence of various optical and
electrical properties on the synthesis condition suggest a high
degree of morphological changes. Given the dominating (111)
surfaces of the nanoplatelets, varying electronic properties of
the surface could potentially explain the observed dependence
on the synthesis condition. Their work demonstrated that
the power conversion efficiency depends strongly on the
annealing temperature of the material because hole mobility,
surface morphology, as well as the hole injection efficiency are
influenced strongly by atomistic details of the nanomaterials.
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Experimental observations suggest that the electronic
structure at the NiO(111) surface depends significantly on
the surface reconstruction, and the antiferromagnetic order
could also be strongly affected at the surface as well.
Various types of reconstructions and surface passivation have
been reported both experimentally and theoretically for the
NiO(111) surface. In particular, so-called octopolar, 2×2 − α,
and Rt3 appear to be stable reconstruction phases of the (111)
surface [33–43]. Furthermore, hydrogenated and hydroxylated
surfaces have been recently characterized in experiments using
STM and THEED [38,39,44]. Despite the potential importance
of these reconstructions at the NiO(111) surface for material
properties, especially for NiO nanomaterials, a comprehensive
investigation on how the reconstructions and experimentally
common surface passivation of hydrogenation/hydroxylation
affect the surface electronic structure and magnetization is yet
to be reported in literature. We present here an exhaustive
theoretical investigation of this aspect of the rich field of the
NiO(111) surface.

II. THEORETICAL METHOD

A. Hubbard-U correction

Density functional theory (DFT) calculations were per-
formed with the Hubbard correction using QUANTUM
ESPRESSO code [45]. The interaction of the valence electrons
with ionic cores was described by ultrasoft pseudopotentials,
and the Kohn-Sham orbitals were represented in a plane-wave
basis set, where the energy cutoff of plane wave and the density
cutoff were 30 Ry and 300 Ry, respectively. All important
convergence parameters have been monitored to achieve an
overall accuracy of 1×10−6 eV. The surface Brillouin zone
integration was performed with a 4×4×1 Monkhorst-Pack
[46] k-point grids. Spin-polarized calculations were carried out
in this present work because of the antiferromagnetic nature
of both bulk NiO and NiO(111) surfaces.

First-principles modeling of systems with localized d states
such as the systems studied in our work is currently a great
challenge in condensed-matter physics. DFT in the standard
local-density approximation (LDA) or generalized gradient
approximation (GGA) proves to be problematic, which is best
illustrated in the well-known failure of LDA/GGA for later
transition metal oxides [47]. A simple and effective approach
to overcome the major failure of DFT is the DFT + U method
in which the DFT total energy is augmented by a local Hubbard
correction, characterized by the on-site Coulomb interaction U

[48–51]. In our present study, Hubbard-U correction approach
was applied to the generalized-gradient approximation (GGA)
of Perdew, Burke, and Ernzerhof (PBE) [52] because of the
strong electron correlation of the partially filled d shells
in Ni atoms. In practical DFT + U calculations, Hubbard
parameter U and exchange parameter J are not considered
separately, but are often combined by redefining Ueff as
their difference Ueff = U − J and setting J = 0 [53]. We
therefore employ the same strategy to use Ueff with J = 0
during our calculations. Anisimov, Zaanen, and Andersen
previously determined the effective Hubbard parameter of NiO
to be 7.1 eV using linear muffin-tin-orbital method in the
atomic-sphere-approximation-based constrained DFT calcu-

lations [48]. Although this value has been widely applied [54],
several theoretical studies have shown that this value leads to
inconsistent antiferromagnetic moment and optical properties
as measured in experiments [53,55,56]. Also, significantly
smaller Hubbard-U values are found in theoretical works
based on the linear-response approach [51,57] and constrained
random-phase approximation (RPA) [58,59].

In order to illustrate how essential it is to employ the
Hubbard-U correction, we present the projected density
of states (PDOS) obtained from GGA and GGA + U (U
parameter as 5.4 and 8.0 eV) calculations for bulk NiO in
Fig. 8 (see Appendix A). Figure 8 shows that the Hubbard-U
correction increases the band gap dramatically from 1.49–
3.38 eV as the U parameter varies from 0 (DFT calculation
without Hubbard-U correction) to 8.0 eV. Another important
feature to be noticed in the PDOS depicted in Fig. 8 is the fact
that GGA + U qualitatively modifies the nature of the states
at the top of the valence band, and hence the nature of the
band gap: in the GGA calculations the top of valence band is
mainly dominated by Ni-3d electrons; on the other hand, in
the GGA + U calculations the O-2p electrons give the most
important contribution to the top of valence band. Both GGA
and GGA + U indicate that the bottom of the conduction band
is mostly contributed by Ni-3d states. Thus, the enhancement
of the O-2p character near the top of valence band leads to
the change of the insulating band gap character from Mott-
Hubbard type based on GGA calculations to charge-transfer
type [60] according to GGA + U calculations, which agrees
well with the findings in previous works, both experimentally
and theoretically [51,54–56,61–65]. Although our calculation
using the linear response approach [51,57] gives 4.45 eV for
the value of U , we used the value of 5.4 eV in this work so that
our work can be compared to previous theoretical works that
use 5.4 eV for the U value [37,42,56,66,67]. We observe
that our choice of 4.45 eV or 5.4 eV for the U parameter does
not significantly influence the electronic structure including
the magnetic moment and energy gap type.

B. Surface structures

The ideal 1×1 surface structure as well as three prominent
surface reconstruction models of octopolar, 2×2 − α, and
Rt3 were considered in this present work because of their
stability [33–39]. The top view of the supercell structures
is shown in Fig. 1, and the side view can be found in
Appendix B (Fig. 9). Because the oxygen-terminated surface
has shown to be more stable than the metal-terminated surface
for MgO with the 2×2 − α reconstruction [38,68] and also the
calculated phase diagrams are nearly identical for MgO and
NiO surface [39], we consider here only the oxygen-terminated
surface of the 2×2 − α reconstruction. In addition, both
Ni-terminated and O-terminated Rt3 reconstructions were
considered as suggested by Ciston et al. [38]. These two
surfaces are actually both oxygen terminated at the atomistic
level although we follow here the original naming scheme. Hy-
droxylation/hydrogenation as recently characterized in STM
and THEED studies [38,39,44] were modeled by attaching
hydrogen atoms on the surface of O-terminated and Ni-
terminated surface, respectively. For simplicity, we use several
shorthand notations throughout the following discussions. For
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FIG. 1. (Color online) Top view of the super cells used in our calculations for 1×1 Ni, 1×1 O, Oct_Ni, Oct_O, 2×2-α O, Rt3_Ni, and
Rt3_O surface models, and their corresponding hydrogenated/hydroxylated surfaces. Red and blue balls represent oxygen and nickel atoms,
and hydrogen atoms are shown in white.

example, Oct_O and Oct_Ni refer to octopolar NiO(111)
surface terminated by oxygen and nickel atoms, respectively.
Oct_O-H and Oct_Ni-H refer to hydroxylated Oct_O and
hydrogenated Oct_Ni surfaces.

In our calculations, all the surfaces are modeled by period-
ically repeating symmetric slabs. The vacuum region between
the repeated slabs is set to 15 Å, so the interaction between
repeating slabs in the vacuum direction is negligible. In order
to explore how thick the slabs need to be for obtaining well-
converged results for both magnetic and electronic properties
of the surface, slabs containing six, eight, and ten layers of
Ni with thickness ranging from 1.18–2.41 nm were calculated
in our work, and the results are summarized in Table II. The
relevant surface properties of interest here are well converged
with respect to the thickness of the slab even with six layers.
Hence, the results from the six-layer slabs are discussed for
the reminder of the work.

III. RESULTS AND DISCUSSION

A. Antiferromagnetic ordering

The intrinsic antiferromagnetic nature of NiO can be
characterized by the magnetization density (spin density)
defined as m(r) = ρ↑(r) − ρ↓(r), where ρ↑(r) and ρ↓(r) are
the electronic density for spin-up and spin-down electrons,
respectively. Spin polarization (magnetization) of nickel atoms
changes from one layer to the next alternatively along [111]
direction. There exist three different types of atoms based on
the magnetization density. Nickel atoms can be distinguished
according to the localization of spin-up |ψ↑〉 and spin-down
|ψ↓〉 states, and oxygen atoms are essentially all spin un-
polarized for bulk NiO.

1. Ideal 1×1 and octopolar reconstructed surfaces

The magnetization density for the ideal 1×1 and octopolar
surface is shown in Fig. 2. The alternatively distributed yellow
and purple isosurfaces, representing spin-up and spin-down
density, indicate that ideal 1×1 and octopolar reconstructed
surface retain the same antiferromagnetic character as in bulk
NiO (see Appendix C, Fig. 10). The calculated magnetic
moments are summarized in Table I for each layer. The bulk
value of the magnetic moment for Ni is ±1.59 μB, and both
ideal 1×1 and octopolar surfaces show that the magnetic
moment rapidly converges to the bulk NiO value, already at

the second Ni layer as shown in Table I. At the same time,
small spin polarization is observed for the oxygen layers.

2. 2×2 − α reconstructed surfaces

Figure 2 also shows the magnetization density for 2×2 α-O
and 2×2 α-O-H reconstructed surfaces. Although the spin-
up and spin-down densities are alternatively distributed for
Ni layers in the 2×2 α-O as for the 1×1 and octopolar
reconstructed surfaces, significant magnetization is observed
for the top surface oxygen layer. The magnetic moment of the
top oxygen layer is as high as 0.81 μB, exhibiting a qualitative
different behavior from those oxygen layers in bulk NiO. On
the other hand, the hydroxylated surface, 2×2 α-O-H, shows
the same magnetic pattern exhibited for the ideal 1×1 and
octopolar reconstructed surfaces. As shown in Table I, the
magnetic moment for the Ni layers converges quickly to the
bulk NiO value, already at the first Ni layer (S-1 layer) for
both clean and hydroxylated surfaces.

3. Rt3 reconstructed surfaces

Figure 2 also shows the magnetization density of Rt3 recon-
structed surfaces. In addition to the alternatively distribution
of the spin-up and spin-down densities for the Ni layers,
a significant magnetization of the top oxygen surface layer
(S layer) is observed for the Rt3_Ni reconstructed surface.
Interestingly, for the hydrogenated surface, Rt3_Ni-H, the
magnetization essentially disappears for the first Ni layer (S-1
layer). The magnetic moment is as large as 1.65 μB for the S

layer of oxygen atoms in the Rt3_Ni surface, and the magnetic
moment for the S-1 layer of Ni atoms is only −0.08 μB

in the Rt3_Ni-H surface. Unlike the Rt3_Ni reconstructed
surface, the Rt3_O reconstructed surface shows the same
antiferromagnetic ordering in both clean and hydroxylated
surfaces. As can be seen in Table I, the magnetic moments
for this Rt3_O surface are quite close to those of ideal 1×1
and octopolar reconstructed surfaces. The magnetic moment
of the Ni layers also converges rapidly to the bulk NiO value,
and oxygen layers exhibit negligible spin polarization.

As discussed in the Introduction, the breakdown of the
antiferromagnetic order near the top surface layers have been
discussed in the literature for small particles, inhomogeneous
materials, coated antiferromagnetic single crystals, and thin
films [15]. They show that uncompensated ferromagnetic
(FM) or a spin-glass-like surface shell is exchange coupled
to an AFM core. Such a breakdown of the AFM order and
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FIG. 2. (Color online) Side view of the magnetization density m(x) = ρ↑(x) − ρ↓(x) for 1×1 Ni, 1×1 O, Oct_Ni, Oct_O, 2×2-α O,
Rt3_Ni, and Rt3_O surface models, as well as their corresponding hydrogenated/hydroxylated surfaces. The top halves are clean surfaces and
the bottom halves are passivated surfaces. Yellow and purple isosurface indicate spin-up and spin-down density, respectively. Red and blue
balls represent oxygen and nickel atoms, and hydrogen atoms are shown in white.

the corresponding core-shell magnetic structure have been
interpreted and modeled as a finite-size effect of nanoparticles
[9–14]. At the same time, our atomistic calculations here show
that surface reconstruction and hydroxylation/hydrogenation
play an equally important role in determining the magnetic
properties at the NiO(111) surface. The NiO(111) surface
exhibits a surprisingly wide variation in the magnetic behavior,
depending on not only the reconstruction type and surface ter-
minations but also on the hydroxylation/hydrogenation, which

is an important factor in experiments. At the same time, the
antiferromagnetic behavior of bulk NiO is recovered quickly
away from the top surface layer in all cases. Our calculations
show that the magnetic moment effectively converges to the
bulk value, already at the second Ni layer. These results
indicate that the antiferromagnetic behavior is likely to be
retained internally in the nanoplatelets structures of several
nm thickness [32] regardless of the surface structure, which
remains unresolved.

TABLE I. Calculated magnetic moment for different surface structures. S: surface layer; S-N: the N th layer below top surface. Only the
values for the top half slab are listed due to the symmetry. The atom type of the surface layer is indicated in the bracket.

Magnetic Moment/μB

Structures S S-1 S-2 S-3 S-4 S-5 S-6

1×1 Ni Clean 1.08 (Ni) −0.05 −1.60 0.00 1.60 0.00 N/A
Hydrogenated 1.46 (Ni) 0.05 −1.60 0.00 1.60 0.00 N/A

1×1 O Clean 0.32 (O) −1.18 0.06 1.59 0.00 −1.60 0.00
Hydroxylated −0.14 (O) −1.64 0.00 1.60 0.00 −1.60 0.00

Oct_Ni Clean 1.57 (Ni) −0.10 −1.61 0.00 1.60 0.00 N/A
Hydrogenated 1.75 (Ni) 0.00 −1.61 0.01 1.60 0.00 N/A

Oct_O Clean 0.22 (O) 1.61 0.02 −1.60 0.00 1.60 0.00
Hydroxylated 0.06 (O) 1.39 0.00 −1.60 0.00 1.60 0.00

2×2-α O Clean 0.81 (O) 1.60 0.07 −1.60 0.01 1.60 0.00
Hydroxylated 0.23 (O) 1.60 0.01 −1.60 0.01 1.60 0.00

Rt3_Ni Clean 1.65 (O) 1.72 0.29 −1.36 0.06 1.59 0.00
Hydrogenated 0.15 (O) −0.08 0.11 −1.40 0.06 1.59 0.00

Rt3_O Clean −0.02 (O) 1.47 −0.01 −1.60 0.00 1.60 0.00
Hydroxylated 0.25 (O) 1.61 0.01 −1.60 0.00 1.60 0.00
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B. Density of states

In addition to the antiferromagnetic order at the recon-
structed surfaces, the surface electronic structure is quite
important because of a growing interest in NiO as a promising
p-type material. In order to analyze the surface-induced
changes in the electronic structure, we discuss here the
projection of the density of states on Ni-3d and O-2p orbitals
from each layer (layer-resolved PDOS). We align the bulk
NiO density of states to the PDOS of the innermost layer
of the NiO slabs used in the calculations since the surface
electronic structure quickly converges to that of bulk for all
these reconstructed surfaces as seen by the convergence of the
magnetic moment (Table I).

1. Ideal 1×1 surfaces

The layer-resolved PDOS for ideal 1×1 Ni and 1×1 Ni-H
surfaces is shown in Figs. 3(a) and 3(b), respectively. Note
that different scales are used in the Y axis for the Ni-3d layers
(blue) and for the O-2p layers (red). The PDOS from the top
half of the surface slab is shown here because of the inversion

FIG. 3. (Color online) Layer-resolved PDOS comparison be-
tween bulk NiO and (a) 1×1 Ni, (b) 1×1 Ni-H, (c) 1×1 O, (d)
1×1 O-H surface structures. VBM of bulk NiO is set to 0, Fermi
levels of different reconstructed surfaces are shown in dashed line.
The Ni-3d and O-2p PDOS are represented by blue and red lines,
and the bulk NiO PDOS is shown in solid gray.

symmetry of the surface slab in the calculation. The valence
band maximum (VBM) of bulk NiO is set to be the reference
energy of zero, and the dashed line indicates Fermi level of the
surface. As shown in Figs. 3(a) and 3(b), the PDOS of the inner
layers matches quite well with the DOS of bulk NiO (depicted
in shaded gray area). At the same time, the PDOS changes
dramatically for the top few layers. Significant changes in
Ni-3d (S layer) and O-2p state (S-1 layer) cause the surface
to be metallic for both 1×1 Ni and 1×1 Ni-H surfaces.

Similarly, layer-resolved PDOS for 1×1 O and 1×1 O-H is
shown in Figs. 3(c) and 3(d). Similar to Ni termination, 1×1 O
surface shows a metallic surface again due to the enhancement
of Ni-3d and O-2p state within the bulk band gap energy range
for the top layers. At the same time, the hydroxylated surface
with hydrogen atoms, Ni-3d, and O-2p state are enhanced
only near the VBM and conduction band minimum (CBM) of
bulk NiO. Note that here we only show the contribution from
O-2p and Ni-3d orbitals in the layer-resolved PDOS figure,
but the contribution from s orbitals is not shown. 1×1 O-H
surface shows an insulating energy gap of 1.8 eV, where VBM
and CBM mainly stem from O-2p states in the S layer and
hydrogen s orbitals.

Figure 3 shows that prominent changes in the electronic
structure at the surface come primarily from the top few
layers, and this is also the case for other surfaces that are
discussed in the following section. This also explains the fast
convergence of the electronic/magnetic properties with respect
to the slab thickness in our calculations as discussed above
in Sec. II.

2. Octopolar reconstructed surfaces

The layer-resolved PDOS for Oct_Ni surface is shown in
Fig. 4(a). The surface VBM mostly originates from the oxygen
atoms in the S-1 layer, mainly of O-2p orbitals. On the other
hand, the surface CBM derives significantly from the nickel
atoms in S-2 layer, mainly of Ni-3d orbitals. Consequently,
a charge-transfer-type energy gap is developed at the Oct_Ni
surface with the surface energy gap of 1.25 eV. The effect of
hydrogenation at the surface, Oct_Ni-H, is shown in Fig. 4(b).
Distinct surface states appear within the bulk band gap, and
the surface VBM is contributed almost equally from S layer
(Ni-3d character) and S-1 layer (O-2p character) while the
surface CBM is predominantly from Ni-3d states of S layer.
This energy gap character of a hybrid type as described by the
Zaanen-Sawatzky-Allen model [69] agrees well with previous
mixture type proposed by Schuler and coworkers [70] and the
surface energy gap is only 0.41 eV for Oct_Ni-H surface.

For the Oct_O surfaces shown in Fig. 4(c), the VBM
derives significantly from O-2p states in S-2 layer. On the
other hand, CBM originates mostly from the Ni atoms in S-1
layer, mainly of Ni-3d orbitals. Consequently, the insulating
energy gap is of charge-transfer type with a gap of 1.18 eV.
The layer-resolved PDOS for the hydrogenated Oct_O-H
surface is shown in Fig. 4(d). The surface electronic structure
changes dramatically from that of the clean Oct_O surface.
New surface states appear within the bulk band gap. The new
surface-induced occupied states stem mostly from subsurfaces,
S-1 layer (Ni-3d character). The nickel atoms in S-1 layer
give rise to the new unoccupied states of Ni-3d character,
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FIG. 4. (Color online) Layer-resolved PDOS comparison be-
tween bulk NiO and (a) Oct_Ni, (b) Oct_Ni-H, (c) Oct_O, (d)
Oct_O-H surface structures. VBM of bulk NiO is set to 0, Fermi
levels of different reconstructed surfaces are shown in dashed line.
The Ni-3d and O-2p PDOS are represented by blue and red lines,
and the bulk NiO PDOS is shown in solid gray.

resulting in a Mott-type energy gap (3d - 3d) rather than the
charge-transfer type of Oct_O surface or bulk NiO. The energy
gap at surface is only 0.53 eV for this Oct_O-H surface.
Importantly, for both Oct_O and Oct_O-H surface, the new
surface states in the bulk band gap derive from the subsurface
layers and not from the topmost layer of these surfaces.

3. 2×2-α reconstructed surfaces

In the case of the 2×2-α O as shown in Fig. 5(a), surface
states are also localized on the top few layers. There are
significant changes within the bulk band gap, and the energy
gap at surface is only 0.24 eV. The surface VBM and CBM
derived mainly from O-2p states in the topmost layer (S),
making it the insulating gap with O2p-O2p type. For the
hydroxylated surface of 2×2-α O-H as shown in Fig. 5(b),
the surface electronic structure is quite different from that of
clean 2×2-α O surface. Surface states appear within the bulk
band gap only near the VBM and CBM, and the energy gap
at this surface is 1.7 eV. For this 2×2-α O-H, we found the
insulating gap to be of the charge-transfer type, because the

FIG. 5. (Color online) Layer-resolved PDOS of 2×2-α O and
2×2-α O-H surface structure and bulk NiO, VBM of bulk NiO is
set to 0, Fermi levels of different reconstructed surfaces are shown in
dashed line. The Ni-3d and O-2p PDOS are represented by blue and
red lines, and the bulk NiO PDOS is shown in solid gray.

surface VBM and CBM stem mostly from the topmost S layer
of O-2p states and the S-1 layer of Ni-3d states, respectively.

4. Rt3 reconstructed surfaces

Layer-resolved PDOS for the Rt3_Ni and Rt3_Ni-H sur-
faces are shown in Figs. 6(a) and 6(b), respectively. The
most obvious change is that both clean and hydrogenated
Rt3_Ni reconstructed surfaces exhibit metallic surfaces. There
is significant enhancement of contributions from Ni-3d and
O-2p states near the Fermi level in the top few surface layers.

Figures 6(c) and 6(d) show the layer-resolved PDOS of
Rt3_O and Rt3_O-H surfaces, respectively. As in the case of
the Rt3_O surface, it is metallic in character, resulting from
the enhanced contributions near the Fermi energy from Ni-3d

and O-2p states on the top surface layers. However, when
the hydroxylated layer is formed, Ni-3d and O-2p states are
enhanced near the band edges of bulk NiO. This yields the
energy gap of 1.37 eV at surface. The surface VBM and CBM
mostly derive from S layer of O-2p orbitals and S-1 layer of
Ni-3d character, respectively, making it a charge-transfer-type
gap.

As discussed in the Introduction section, NiO is widely
considered as a promising p-type material for a wide range of
energy conversion devices. For technological applications such
as p−DSSCs [16–18] and p−DSPECs [19,20], understanding
how the reconstruction at the NiO(111) surface alters the
alignment of the energy levels is important for designing
a heterojunction interface with photon-absorbing molecular
systems. In this context, the relative position of the electronic
energy levels (especially the VBM and CBM) with respect to
the vacuum level or the normal hydrogen electrode (NHE)
is a key criterion for optimizing the interface for higher
efficiency. Figure 7 shows the energy levels alignment for
all the reconstructed surfaces that are considered in this
work. Kohn-Sham eigenvalues are aligned with respect to the
vacuum level by calculating the plane-averaged electrostatic
potential in the normal direction of the surface. We find that
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FIG. 6. (Color online) Layer-resolved PDOS comparison be-
tween bulk NiO and (a) Rt3_Ni, (b) Rt3_Ni-H, (c) Rt3_O, (d)
Rt3_O-H surface structures. VBM of bulk NiO is set to 0, Fermi
levels of different reconstructed surfaces are shown in dashed line.
The Ni-3d and O-2p PDOS are represented by blue and red lines,
and the bulk NiO PDOS is shown in solid gray.

FIG. 7. (Color online) Calculated band positions of studied
NiO(111) reconstructed surfaces. The lower edge of the conduction
band (red) and upper edge of the valence band (blue) are presented
along with the band gap in electron volts. The calculated Fermi
levels of the surface structures with metallic property such as
1×1 Ni, 1×1 Ni − H, 1×1 O, Rt3_Ni, Rt3_Ni-H, and Rt3_O are
also depicted.

not only the energy gap type and magnitude but also the
relative energy levels alignment (with respect to the vacuum)
varies considerably among all these reconstructed surfaces of
NiO(111). Hydroxylated passivation appears to result in the
highest HOMO energy for all these reconstructed surfaces,
and this is likely to be important for the application of NiO
as a p-type material under ambient conditions. For 1×1
and Rt3 reconstructions, the hydroxylated surface is the only
one that shows an insulating character. Because some of the
reconstructed NiO(111) surfaces possess a small energy gap
(even show the metallic character) due to the presence of
surface states within the band gap, phonon-mediated electron-
hole recombination is likely to negatively influence the device
performance in context of p-DSSC/p-DSPEC applications.

IV. CONCLUSIONS

We presented a systematic study of how the surface recon-
struction and passivation influence the antiferromagnetic and
electronic structures of the NiO(111) surface using electronic
structure calculations. These features lead to a surprisingly
wide variety of different surface electronic structures, and
some surfaces are even metallic. Meanwhile, the antiferro-
magnetic character of bulk NiO in the 〈111〉 direction is
retained even near the surface, and the magnetic moment
quickly converges to the bulk value within a few surface
layers. More specifically, Oct_Ni, Oct_O, and 2×2-α O-H
surfaces are found to be charge-transfer type insulators with
significant contribution of the VBM and CBM from O-2p

states and Ni-3d states, respectively. At the same time, the
2×2-α O surface shows the insulating energy gap of O-2p

character at both band edges, and the Oct_O-H surface shows
a Mott-type gap with both band edges of Ni-3d character.
Oct_Ni-H surface exhibits a hybridized band gap [69,70]
where the VBM is contributed almost equally from O-2p and
Ni-3d states, and the CBM is of Ni-3d character. Interestingly,
ideal 1×1 surfaces and Rt3 reconstructed surfaces are metallic
unless they are hydroxylated. The 1×1 O-H surface shows
an insulating energy gap with significant contribution of the
VBM and CBM from O-2p orbitals and hydrogen s orbital,
respectively. The Rt3_O-H surface, however, shows a charge-
transfer-type energy gap with significant contribution of the
VBM and CBM from O-2p and Ni-3d states, respectively.

ACKNOWLEDGMENTS

This work was wholly funded by the UNC Energy Fron-
tier Research Center (EFRC) “Center for Solar Fuels”, an
EFRC funded by the U.S. Department of Energy, Office
of Science, Office of Basic Energy Sciences, under Award
DE-SC0001011.

APPENDIX A: EFFECT OF HUBBARD
U ON ELECTRONIC STRUCTURE

Figure 8 shows that Hubbard-U correction increases the
band gap dramatically from 1.49–3.38 eV when the U param-
eter is varied from 0 (DFT calculation without Hubbard-U
correction) to 8.0 eV. An important feature of GGA + U

calculations is that nature of the states at the top of the
valence band is qualitatively changed, and hence the nature
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FIG. 8. (Color online) Spin-resolved PDOS (spin up PDOS with
positive values, spin down PDOS with negative values) for Ni-3d

(blue line), O-2p (red line) orbitals, and total DOS (gray solid) of
bulk NiO within (a) DFT, (b) DFT+U with U = 5.4 eV, (c) DFT +
U with U = 8.0 eV. VBM is set to 0 and shown in dashed line.

of the band gap. In GGA calculations the top of valence
band is mainly dominated by Ni-3d electrons; on the other
hand, in the GGA + U calculations the O-2p electrons give

the most important contribution to the top of valence band.
Both GGA and GGA + U calculations show that the bottom
of the conduction band is mostly of Ni-3d states. Thus, the
enhancement of the O-2p character near the top of valence
band with the Hubbard correction leads to the change of the
insulating band gap character from Mott-Hubbard-type (GGA
calculations) to charge-transfer-type (GGA + U calculations),
which agrees well with the findings in previous works, both
experimentally and theoretically [51,54–56,61–65]. Although
our calculation using the linear response approach [51,57]
gives 4.45 eV for the value of U , we used the value of
5.4 eV in this work so that our work can be compared to
previous theoretical works which use 5.4 eV for the U value
[37,42,56,66,67]. We observe that our choice of 4.45 eV or
5.4 eV for the U parameter does not significantly influence
the electronic structure including the magnetic moment and
energy gap type.

APPENDIX B: SUPERCELL OF DIFFERENT
RECONSTRUCTED NiO(111) SURFACES

Figure 9 shows all the supercell structures (top and side
view) of the different reconstructed NiO(111) surfaces studied
in this work.

FIG. 9. (Color online) Top and side view of the super cells used in our calculations for 1×1 Ni, 1×1 O, Oct_Ni, Oct_O, 2×2-α O, Rt3_Ni,
and Rt3_O surface models, as well as their hydrogenated/hydroxylated counterparts. Red and blue balls represent oxygen and nickel atoms,
and hydrogen atoms are shown in white.
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FIG. 10. (Color online) Side view of (a) the super cell and (b)
the calculated magnetization density m(x) = ρ↑(x) − ρ↓(x) of bulk
NiO. Red and blue balls represent oxygen and nickel atoms. Yellow
and purple isosurfaces indicate spin-up and spin-down density,
respectively.

APPENDIX C: SUPERCELL AND MAGNETIZATION
OF BULK NiO

Figure 10 shows the supercell and the calculated magneti-
zation of bulk NiO.

TABLE II. Summarize of magnetic and electronic properties for
Oct_O slabs with six, eight, and ten layers of nickel. S: surface layer;
S-N: the N th layer below top surface.

Structures Bulk Oct_O_6 Oct_O_8 Oct_O_10

Thickness/nm n/a 1.43 1.92 2.41
Energy Gap/eV 2.43 1.18 1.19 1.19
Gap Type CT CT CT CT

S 0.00 0.22 0.22 0.22
Magnetic S-1 1.59 1.61 1.61 1.61
Momentum/μB

S-2 0.00 0.02 0.02 0.02
S-3 −1.59 −1.60 −1.60 −1.59

APPENDIX D: THICKNESS DEPENDENCE ON THE
ELECTRONIC AND MAGNETIC PROPERTY

Table II summarizes the calculated electronic and magnetic
properties as a function of the slab thickness for octopolar sur-
face. Our DFT + U calculation shows that both electronic and
magnetic properties of NiO(111) surface are well converged
even for the slab with six layers of nickel.
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Phys. Rev. B 30, 4734 (1984).
[48] V. I. Anisimov, J. Zaanen, and O. K. Andersen, Phys. Rev. B 44,

943 (1991).
[49] V. I. Anisimov, I. V. Solovyev, M. A. Korotin, M. T. Czyżyk,
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