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The interaction between electronic and vibrational degrees of freedom in single-molecule junctions may
result from the dependence of the electronic energies or the electronic states of the molecular bridge on the
nuclear displacement. The latter mechanism leads to a direct coupling between different electronic states and
is referred to as nonadiabatic electronic-vibrational coupling. Employing a perturbative nonequilibrium Green’s
function approach, we study the influence of nonadiabatic electronic-vibrational coupling in model molecular
junctions. Thereby, we distinguish between systems with well-separated and quasidegenerate electronic levels.
The results show that the nonadiabatic electronic-vibrational interaction can have a significant influence on the
transport properties. The underlying mechanisms, in particular the difference between nonadiabatic and adiabatic
electronic-vibrational couplings, are analyzed in some detail.
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I. INTRODUCTION

Quantum transport in nanostructures is an active field of
experimental and theoretical research. Among the variety of
architectures investigated, single-molecule junctions, that is, a
single molecule chemically bound to two macroscopic leads,
have been of great interest recently [1–9]. These systems
combine the possibility to study fundamental aspects of
nonequilibrium many-body quantum physics at the nanoscale
with the perspective for applications in nanoelectronic devices
[10–14]. Studies of transport in molecular junctions have
revealed a variety of interesting transport phenomena, such as
rectification [15–19], switching [6,20–25], quantum interfer-
ence [26–33], and negative differential resistances [19,34–43].

An important mechanism in electron transport across a
molecular bridge is the coupling between the electronic and
nuclear degrees of freedom [44]. Due to the small size of
molecules, transport-induced charge fluctuations influence the
nuclear geometry. This leads to vibrational structures in the
conductance of a molecular junction, current-induced vibra-
tional excitation, and a variety of interesting nonequilibrium
effects [9,19,39,45–50]. A well-studied mechanism in this
context is polaron-type transport, which results from the
state-specific dependence of the electronic energies of the
molecule on the nuclear displacement, which cause, e.g., a
change of the potential-energy surface of the molecular bridge
upon charging of the molecule [19,44]. In addition, due to the
dependence of the electronic states on the nuclear coordinates,
the kinetic-energy operator of the nuclei may cause transitions
between different electronic states, which can influence the
transport properties profoundly. This mechanism, which rep-
resents a breakdown of the Born-Oppenheimer approximation,
is referred to as nonadiabatic electronic-vibrational coupling
[51,52] and has recently been investigated, e.g., in the context
of the Jahn-Teller effect in molecular junctions [53–56] and
in scanning tunneling microscopy (STM) studies of oligoth-
iophene molecules on a Au substrate [57]. It also manifests
itself in the off-resonant transport regime in structures in
inelastic electron tunneling spectra (IETS) [58–61]. In the

present paper, we provide a model-based analysis of the
mechanism of nonadiabatic electronic-vibrational coupling in
molecular junctions transport and its interplay with polaron-
type transport. Thereby, we focus on the resonant transport
regime, where the effects of electron-vibrational coupling are
typically more pronounced.

A variety of different approaches have been used to
describe vibrationally coupled electron transport in molecular
junctions and other nanostructures, including density-matrix
approaches [19,46,50,62–64], scattering theory [65–68],
path integrals [69,70], multiconfigurational wave-function
methods [50,71], mixed quantum-classical and semiclassical
approaches [72,73], and nonequilibrium Green’s functions
theory [44,48,50,74–82]. In this work, we will apply the
latter approach in combination with the self-consistent Born
approximation to characterize transport in molecular junctions.

The outline of this paper is as follows: In Sec. II we
introduce the model and the nonequilibrium Green’s function
approach used to describe vibrationally coupled transport
through a molecular junction. Section III presents results for
selected model systems and an analysis of the basic effects
of nonadiabatic electronic-vibrational coupling. Thereby, we
distinguish between molecules with well-separated (Sec. III A)
and quasidegenerate (Sec. III B) electronic states. Section IV
concludes with a summary.

II. THEORETICAL METHODOLOGY

A. Model Hamiltonian

We consider charge transport through a molecule attached
to two macroscopic leads. The molecule is described by the
model Hamiltonian HMol, consisting of a set of electronic states
and vibrational modes

HMol =
∑

α

��αa†
αaα +

∑
i

εid
†
i di +

∑
αij

Mα
ijQαd

†
i dj . (1)

Here, ��α is the energy of vibrational mode α described within
the harmonic approximation and with the corresponding
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creation and annihilation operators, a†
α and aα , and nuclear

displacement Qα = (aα + a†
α)/

√
2. Analogously, εi is the

energy of the molecular electronic state i with creation and
annihilation operators d

†
i and di . In our model, we neglect

the spin of the electrons, electron-electron interactions, and
electronic-vibrational interaction of higher order in the nuclear
displacement.

The interaction between the electronic and vibrational
degrees of freedom of the molecular bridge is described by
the last term of Eq. (1) with coupling strengths Mα

ij . The
electronic-vibrational interaction can be separated into two
different types of contributions: (i) diagonal terms Mα

iiQαd
†
i di ,

which depend only on the population of the electronic
states, and (ii) nondiagonal terms Mα

ijQαd
†
i dj , i �= j , which

describe transitions between different electronic states of the
molecule induced by coupling to the vibrational degrees of
freedom.

The separation of the different terms depends on the
chosen electronic basis. In first-principles treatments, often,
the electronic eigenstates of the molecular bridge are em-
ployed; i.e., a so-called adiabatic basis set is used. In such
a basis, the dependence of the electronic energies on the
nuclear coordinates results (within the linear approximation)
in a diagonal term similar to Mα

iiQαd
†
i di , and furthermore,

nondiagonal terms would not be present. This treatment
corresponds to the adiabatic or Born-Oppenheimer approxi-
mation [52,83]. Without coupling to the leads, the resulting
molecular Hamiltonian can be diagonalized using the polaron
transformation [19,46,80,84,85]. Within the adiabatic ap-
proximation, vibronic transitions between different electronic
states of the molecule are possible only via coupling to the
leads (charging and decharging), and the resulting transport
phenomena can be rationalized within the Franck-Condon
framework [19,33,49,80,86–90].

Employing an adiabatic basis, nonadiabatic coupling,
describing phenomena beyond the Born-Oppenheimer ap-
proximation, results from the kinetic-energy operator of the
nuclei and would induce additional terms in the Hamiltonian
∼Pαd

†
i dj , where Pα denotes the momentum operator asso-

ciated with vibrational mode α. As is well known [51,52],
however, to describe nonadiabatic coupling phenomena it is
often more advantageous to use a so-called diabatic basis, in
which the nuclear kinetic-energy operator is (approximately)
diagonal and nonadiabatic coupling is described by the
nondiagonal elements of the diabatic potential matrix, which
(in the linear approximation) are given by the nondiagonal
terms Mα

ijQαd
†
i dj , i �= j in Eq. (1). This is the electronic

basis used in the present paper. Within this diabatic basis,
the nondiagonal terms thus represent a breakdown of the
adiabatic or Born-Oppenheimer approximation. In the context
of nonadiabatic processes in molecules, these terms are often
referred to as vibronic coupling [51,52]. Specifically, the
molecular Hamiltonian in Eq. (1) corresponds to the well-
known vibronic coupling model and describes, e.g., conical
intersections of potential-energy surfaces and the associated
phenomena [51,52]. In Sec. III we identify the signatures of
adiabatic and nonadiabatic coupling mechanisms in charge
transport, induced by the diagonal and nondiagonal terms of
the electronic-vibrational interaction, respectively.

We note in passing that in the context of charge transport the
two types of electronic-vibrational coupling discussed above
are sometimes also referred to as local or nonlocal coupling
[44]. Furthermore, in the case of very strong vibronic coupling,
a description based on vibronic many-body eigenstates, which
largely abandons the separation between electronic and vibra-
tional degrees of freedom, may be an interesting alternative
[91,92].

The left and the right leads of the molecular junction
are modeled as macroscopic reservoirs of noninteracting
electrons,

HL / R =
∑

k∈L/R

εkc
†
kck, (2)

where εk is the energy of leads state k and c
†
k and ck denote

the corresponding creation and annihilation operators. The
coupling between the electronic states in the molecule and in
the leads is described by a tight-binding-like Hamiltonian,

HML / MR =
∑

k∈L/R,i

Vkic
†
kdi + H.c., (3)

with coupling constants Vki .
The Hamiltonian of the overall junction, comprising the

molecule and the left and right leads, is given by

H = HMol + HL + HR + HML + HMR. (4)

B. Nonequilibrium Green’s function theory

To describe the steady-state transport properties of a molec-
ular junction with electronic-vibrational coupling, we employ
the nonequilibrium Green’s function approach based on
perturbation theory introduced by Kadanoff, Baym, Keldysh,
and Langreth [44,85,93–97]. The central objects in describing
the nonequilibrium many-body system are the electronic and
vibrational Green’s functions defined as

Gij (τ,τ ′) = − i

�
〈Tcdi(τ )d†

j (τ ′)〉, (5)

Dαβ(τ,τ ′) = − i

�
〈TcQα(τ )Qβ(τ ′)〉. (6)

Gij denotes the electronic Green’s functions, and i, j label
molecular electronic states, whereas Dαβ stands for the
vibrational Green’s functions and α, β label vibrational modes.
Tc is the contour ordering operator in the complex time domain.
The Green’s functions as well as their retarded and advanced
projections obey Dyson’s equation, which reads in energy
space

G
(r/a)
ij (ε) = G

0(r/a)
ij (ε) +

∑
kl

G
0(r/a)
ik (ε)�(r/a)

kl (ε)G(r/a)
lj (ε). (7)

The greater and lesser Green’s functions satisfy Keldysh’s
equation

G
≶
ij (ε) =

∑
kl

Gr
ik(ε)�≶

kl (ε)Ga
lj (ε). (8)

G
0(r/a)
ij (ε) denotes the Green’s function of the unperturbed

system, without interactions or couplings. k and l label the
molecular electronic states. �

r/a/〈/〉
ij (ε) is the electronic self-

energy accounting for the interactions and couplings. In this
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model, the self-energy consists of three parts describing the
coupling to the left and right leads, respectively, and a part
accounting for the electronic-vibrational interaction,

�ij (ε) = �L ij (ε) + �R ij (ε) + �vib ij (ε). (9)

We describe the leads as semi-infinite tight-binding chains
with intersite coupling γ [14,65,98]. The self-energies for the
coupling to the leads reads

�
r/a

L/R ij (ε) = 	L/Rij (ε) ∓ i

2

L/Rij (ε), (10)

�<
L/R ij (ε) = i
L/Rij (ε)f (ε − μL/R), (11)

�>
L/R ij (ε) = −i
L/Rij (ε)[1 − f (ε − μL/R)]. (12)

Here, f (ε) denotes the Fermi distribution function. The level-
width functions 
L/R ij and the level-shift functions 	L/R ij

have the forms


L/Rij (ε) = VL/RiV
∗

L/Rj

γ 2
�(4γ 2 − x2)

√
4γ 2 − x2, (13)

	L/Rij (ε) = VL/RiV
∗

L/Rj

2γ 2
(x − �(x2 − 4γ 2)

√
x2 − 4γ 2), (14)

respectively, with x = ε − μL/R and the Heaviside step func-
tion �. We assume that an applied bias voltage leads to a
symmetric change in the chemical potentials μL/R = ±e V

2 .
We use the standard self-consistent Born approximation

(SCBA) to describe the electronic-vibrational interaction
[44,74–76,85,96,97,99]. The corresponding self-energy is
given by

�r
vib ij (ε) = i

∑
k,l∈mol
α∈vib

Mα
ikM

α
lj

∫
dε′

2π

[
D0r

αα(ε − ε′)Gr
kl(ε

′)

+D0<
αα (ε − ε′)Gr

kl(ε
′) + D0r

αα(ε − ε′)G<
kl(ε

′)
]

− i
∑
k,l∈mol
α∈vib

Mα
ijM

α
lk

∫
dε′

2π

[
D0<

αα (ε = 0)Ga
kl(ε

′)

+D0r
αα(ε = 0)G<

kl(ε
′)
]
, (15)

�
≶
vib ij (ε) = i

∑
k,l∈mol
α∈vib

Mα
ikM

α
lj

∫
dε′

2π

[
D0≶

αα (ε − ε′)G≶
kl (ε

′)
]
.

(16)

The self-energy consists of two parts, the Hartree and the Fock
terms. Unlike bulk solid-state systems, the Hartree term, which
is given by the terms proportional to D

0r/<
αα (ε = 0) in Eq. (15)

and leads to renormalization of the electronic energies, does
not vanish since the translational symmetry of the systems
under consideration is broken [76,100]. Using Eqs. (7) and (8)
and the definition of the self-energy in Eqs. (15) and (16), we
obtain a closed set of equations which is solved iteratively.

As the SCBA treats the electronic-vibrational coupling
perturbatively, its validity is restricted to the weak-coupling
limit. As usual for perturbation theories, a rigorous verification
of the validity is often difficult [101]. Studies of the influence

of higher-order processes on transport in nanosystems can
be found, for example, in Refs. [102,103]. Furthermore, for
simpler models without nonadiabatic coupling, comparisons
with numerically exact methods have been used to validate
SCBA-type approaches [50]. We also note that under certain
conditions, such as strong electronic-vibrational coupling, the
SCBA may not give a unique steady-state solution [101]. This
is, however, not the case for the weak-coupling parameter
regime considered in this work.

The SCBA formalism as outlined above assumes that the
vibrational degrees of freedom remain in thermal equilibrium,
as indicated by D

0r/≶
αα . SCBA approaches including nonequi-

librium vibrational effects have been used, for example,
in Refs. [46,78,99]. Typically, the convergence of the self-
consistent cycle including the vibrational degrees of freedom
is significantly more demanding, particularly in the resonant
transport regime. In the present work, which focuses on the
study of basic effects of nonadiabatic coupling on electronic
transport properties for model systems, we have therefore
restricted the treatment of the vibrational degrees of freedom
to equilibrium.

For characterizing the transport properties of a molecular
junction, the main observable of interest is the electronic
current. It can be calculated using the Meir-Wingreen-like
formula [104]

IL = e

2π�

∑
ij

∫
[�<

L ij (ε)G>
ji(ε) − �>

L ij (ε)G<
ji(ε)]dε. (17)

As the SCBA is a current-conserving scheme, i.e., IL = −IR

holds, it is sufficient to calculate the left current [96,97,105].
The current can be separated, IL = IL el + IL inel, into an

elastic part IL el and an inelastic part IL inel with

IL el = e

2π�

∑
ijkl

∫ [
�<

L ij (ε)Gr
jk(ε)�>

R kl(ε)Ga
li(ε)

−�>
L ij (ε)Gr

jk(ε)�<
R kl(ε)Ga

li(ε)
]
dε, (18)

IL inel = e

2π�

∑
ijkl

∫ [
�<

L ij (ε)Gr
jk(ε)�>

vib kl(ε)Ga
li(ε)

−�>
L ij (ε)Gr

jk(ε)�<
vib kl(ε)Ga

li(ε)
]
dε. (19)

Following [14,99], applying Dyson’s equation (7), the elastic
current can be split into an electronic part and elastic correction
part with

I 0
L el = e

2π�

∑
ijkl

∫ [
�<

L ij (ε)G0r
jk(ε)�>

R kl(ε)G0a
li (ε)

−�>
L ij (ε)G0r

jk(ε)�<
R kl(ε)G0a

li (ε)
]
dε, (20)

δIL el = IL el − I 0
L el. (21)

I 0
L el is the electronic current, which is the current in the

absence of electronic-vibrational interactions. δIL el is the
elastic correction introduced by the electronic-vibrational
coupling. In the lowest order, this contribution is proportional
to �

0r/a

vib ij (ε) and describes processes including the emission
and reabsorption of virtual vibrational quanta [14,106].
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C. Nonequilibrium Green’s function theory
and interference effects

The Green’s function approach offers a description of the
electronic transport including quantum coherences. Therefore,
it accounts for interference effects between different transport
channels, which have received significant attention recently
[30,31,107]. Thereby, different approaches have been used for
analysis, including the use of the eigenbasis of the molecular
subspace [30,108] or transformations to conducting orbitals
[109]. In this work, we apply the approach used in Ref. [33]
to identify interference effects in transport, which employs the
basis of molecular states to express the transmission function

T (ε) =
∑
ij


Lij (ε)G>
ji(ε). (22)

Within this framework, the incoherent contribution to transport
is obtained by neglecting the off-diagonal parts of the self-
energy of the coupling to the left lead,

Tincoh(ε) =
∑

i


Lii(ε)G>
ii (ε). (23)

This corresponds to a coupling of the electronic states to
separate electrodes, excluding the effect of interference.
Accordingly, the part of the transmission function describing
interference effects reads

Tinterf(ε) = T (ε) − Tincoh(ε) =
∑
i,j �=i


Lij (ε)G>
ji(ε). (24)

III. RESULTS

In this section, we analyze the influence of nonadiabatic
electronic-vibrational coupling on the transport properties
of model systems. The parameters characterizing the model
systems, summarized in Table I, represent typical values
for molecular junctions. The electronic-vibrational interaction
strengths have been chosen in the weak-coupling regime such
that the SCBA is expected to be valid.

This section is separated into two parts, depending on the
energy spacing between the electronic levels. In Sec. III A we
discuss the effect of electronic-vibrational coupling for two-
level systems with well-separated electronic states, including
an analytic study of important vibrational effects in Sec. III A 1,
a comparison of the influence of adiabatic and nonadiabatic
vibrational interactions in Sec. III A 2, and an investigation
of the transport properties of model systems with increased
complexity in Secs. III A 2–III A 4. In Sec. III B, we study

the influence of electronic-vibrational interactions in two-level
systems with quasidegenerate electronic levels. For such sys-
tems, quantum interference effects are important and sensitive
to the electronic-vibrational interaction [26,28,30,31,33].

A. Transport properties of molecular conductors
with well-separated electronic states

In this section we investigate the effect of nonadiabatic
electronic-vibrational coupling on the transport properties of
molecular junctions with well-separated electronic levels, i.e.,
with energy spacings that exceed their broadening induced by
the coupling to the leads. For the sake of clarity, we restrict our
discussion to systems with a single vibrational mode, dropping
the vibrational indices. A generalization to multimode systems
is, in principle, straightforward.

1. Identification of dominant processes

We first analyze the current as the main transport ob-
servable. Since the method outlined in Sec. II B restricts the
investigation to model systems where perturbation theory is
valid, we perform an expansion of the current in Mij and Vij

to lowest nonvanishing order. This allows us to systematically
identify the most important transport processes.

To this end, we introduce the shorthand notations

Gr
ij (ε) = i

∫
dε′

2π

[
D0r (ε − ε′)Gr

ij (ε′) + D0<(ε − ε′)Gr
ij (ε′)

+D0r (ε − ε′)G<
ij (ε′)

]
, (25)

G≶
ij (ε) = i

∑
kl

∫
dε′

2π

[
D0≶(ε − ε′)Gr

ik(ε′)�≶
kl (ε

′)Ga
lj (ε′)

]
,

(26)

which appear in the definition of the vibrational self-energies
(15) and (16). A lowest-order estimate of Gr≶

ij (ε) can be
obtained by inserting the expressions for free-particle Green’s
functions into the right-hand sides of Eqs. (25) and (26). We
identify G0r

ij (ε) =̂G0r
ij (ε − ��) and G0≶

ij (ε) =̂ G
0≶
ij (ε − ��) in

this order.
Vibrational effects in the current appear in the elastic

corrections (21) and the inelastic current (19). For weak
coupling, the most important vibrational effects are of low-
est nonvanishing order in the electronic-vibrational and the
molecule-lead coupling, O(M2V 4). To this order and for low

TABLE I. Parameters describing the model systems investigated in this paper. For all calculations, the temperature is T = 10 K. All
parameters are given in eV.

Model ε1 ε2 VL 1 VR 1 VL 2 VR 2 γ �� M11 M22 M12

AD 0.25 0.4 0.1 0.1 0.1 0.1 3 0.025–0.3 0.03 0.03 0.0
NONAD 0.25 0.4 0.1 0.1 0.1 0.1 3 0.025–0.3 0.0 0.0 0.03
ASYMM 0.25 0.4 0.02 0.2 0.2 0.02 3 0.1 0.0 0.0 0.03
INTPLY 0.25 0.4 0.1 0.1 0.1 0.1 3 0.1 0.02, 0.05 0.02, 0.05 0.0, ±0.02,0.05
DESNONAD 0.5 0.3–0.7 0.1 0.1 0.1 −0.1 2 0.1 0, 0.05
DESVIB 0.5 0.505 0.1 0.1 0.1 −0.1 2 0.1 0.0 0.05 0.0–0.02
DES 0.5 0.505 0.1 0.1 0.1 −0.1 2
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temperature, the parts of the current influenced by the vibrations read

δIL el = e

2π�

∑
ijklm

∫ {
�<

L ij (ε)[G0r
jj (ε)MjlMmkG0r

lm(ε)G0r
kk(ε)G0a

ii (ε) + H.c.]�>
R ki(ε)

}
dε

− e

2π�

∑
ijkl

∫ [
�<

L ij (ε)

(
G0r

jj (ε)MjlMlk

2nll

��
G0r

kk(ε)G0a
ii (ε) + H.c.

)
�>

R ki(ε)

]
dε + O(M4V 6), (27)

IL inel = e

2π�

∑
ijkl

∫ [
�<

L ji(ε)G0r
ii (ε)MikMljG0>

kl (ε)G0a
jj (ε)

]
dε + O(M4V 6), (28)

where nll denotes the population of the electronic state l. This expression can be further simplified for well-separated electronic
levels. Under this assumption, the product of two Green’s functions at the same energy but for different electronic states is
negligible. Note that this approximation does not rely on perturbation theory and uses the fact that the electronic Green’s
functions are strongly peaked at their resonances. Applying this simplification, Eqs. (27) and (28) reduce to

δIL el ≈ e

2π�

∑
i

( ∫
�<

L ii(ε)

{∣∣G0r
ii (ε)

∣∣2
G0r

ii (ε)

[
M2

iiG0r
ii (ε) +

∑
j �=i

|Mij |2G0r
jj (ε)

]
+ H.c.

}
�>

R ii(ε)

−�<
L ii(ε)

{∣∣G0r
ii (ε)

∣∣2
G0r

ii (ε)
2

��

[
M2

iinii +
∑
j �=i

|Mij |2njj

]
+ H.c.

}
�>

R ii(ε)dε

)
+ O(M4V 6), (29)

IL inel ≈ e

2π�

∑
i

∫
�<

L ii(ε)
∣∣G0r

ii (ε)
∣∣2

[
M2

iiG0>
ii (ε) +

∑
j �=i

|Mij |2G0>
jj (ε)

]
dε + O(M4V 6). (30)

The influence of the vibrations on the current separates into
two parts. The first one, proportional to M2

iiG
0r/>

ii (ε), depends
only on the adiabatic electronic-vibrational coupling. The
second part is proportional to |Mij |2G0r/>

jj (ε) with j �= i and
depends only on the nonadiabatic coupling strengths. Although
the analytic description of these terms is analogous to the
purely adiabatic terms, the nonadiabatic processes depend on
two different electronic levels leading to a distinct dependence
on the energies εi , εj , and ��, which will be exemplified in
the following sections. Pronounced nonadiabatic vibrational
effects appear if the resonance condition εi ≈ εj + �� is
satisfied. This behavior is qualitatively different from the
Franck-Condon picture for adiabatic electronic-vibrational
effects. Accordingly, the adiabatic approximations is valid as
long as the nonadiabatic coupling strengths Mij are small
and the resonance condition is not fullfilled for any pair
of the electronic states i and j . This is reminiscent of the
validity of the Born-Oppenheimer approximation. Notice that
beyond the lowest-order approximation in the molecule-lead
coupling, the exact form of the level broadening provided by
the leads influences the impact of the individual vibrational
effects. Since in Eqs. (29) and (30) the electronic-vibrational
coupling decomposes into a purely adiabatic part and a purely
nonadiabatic part, we start the model-based investigation of
the nonadiabatic electronic-vibrational coupling below by a
comparison between the well-known adiabatic effects and
the influence of purely nonadiabatic electronic-vibrational
couplings in Secs. III A 2 and III A 3.

Neglecting the product between two Green’s functions
at the same energy but for different electronic states is an
approximation, which does not hold, for example, in systems
where the coupling to the leads allows for strong mixing
between the different electronic states, resulting in large
off-diagonal components of the self-energy for the leads.

In the Appendix, we go beyond this approximation and
analyze higher-order processes as well as the interplay between
adiabatic and nonadiabatic electronic-vibrational interactions.
The latter is of importance for Sec. III A 4.

2. Comparison between adiabatic and nonadiabatic
electronic-vibrational couplings

To analyze the mechanisms and signatures of adiabatic
and nonadiabatic electronic-vibrational couplings, we first
consider the two effects separately. To this end, we compare
results for two models subject to nonadiabatic electronic-
vibrational coupling (labeled NONAD; Mii = 0) and adiabatic
electronic-vibrational coupling (labeled AD; Mij = 0 for i �=
j ), respectively. The parameters defining these model systems
are given in Table I.

Figure 1 shows the current-voltage characteristics for
the model systems AD and NONAD for two different
vibrational energies �� = 0.025 eV and �� = 0.14 eV. The
vibrational energies are chosen such that significant adiabatic
(�� = 0.025 eV) and nonadiabatic vibrational effects (�� =
0.14 eV) can be observed. A more comprehensive comparison
between adiabatic and nonadiabatic electronic-vibrational
effects is provided by the conductance map in Fig. 2, which
depicts the conductance ∂I

∂V
as a function of voltage and

vibrational energy ��.
For both models, the current-voltage characteristics are

dominated by two steps at different voltages which lead to
lines in the conductance maps. These features correspond to
the onset of resonant transport through the electronic states as
depicted in Fig. 3(a) for the lower electronic state. The position
of the steps is determined by the energies of the electronic
states renormalized by the coupling to the vibrations ε1/2. In
the purely adiabatic case, this renormalization is described
by the polaron shift [19,84,85] (black dashed lines in the
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FIG. 1. (Color online) Current-voltage characteristics of two
molecular junctions described by the models AD and NONAD for
two different vibrational energies. The onset of resonant transport
through the electronic levels in the absence of vibrations is marked
by vertical dashed lines. The inset provides a close-up of a region
relevant for nonadiabatic vibrational effects.

conductance map of AD in Fig. 2). The electronic resonances
of the model NONAD, on the other hand, coincide very well
with the unperturbed energies ε1/2 (black dashed lines in
the conductance map of NONAD in Fig. 2). As the purely
nonadiabatic electronic-vibrational interaction provides a
coupling between the electronic states, the energy shift due
to the vibrations depends on the energy difference between
the electronic states (for details see Sec. III B 1). The levels in
NONAD are well separated; therefore, the electronic energies
are almost unchanged.

FIG. 2. (Color online) Conductance map for the model systems
(top) AD and (bottom) NONAD. In both plots, the conductance ∂I

∂V

is plotted as a function of voltage V and and vibrational energy
��. The dashed lines indicate the positions of the unperturbed
electronic resonances ε1/2, the electronic resonances renormalized
by the coupling to the vibrations ε1/2 as well as their respective
vibrational satellites.

Apart from the electronic resonances, the current exhibits
additional smaller steps and the conductance exhibits addi-
tional, less pronounced lines at eV = 2(ε1/2 + n��) (n ∈ N;
white dashed lines in the conductance maps in Fig. 2). Notice
that vibrational features are clearly visible only for n = 1 since
the SCBA is restricted to weak electronic-vibrational coupling.
For the system AD, these features are more pronounced for
small �� (which results in a stronger dimensionless coupling
Mii

��
), whereas for the system NONAD they are present only

for vibrational energies close to the resonance condition
ε1 + �� = ε2. In this region, the conductance map of NONAD
also exhibits an avoided level crossing (intersection between
white dashed line and black dashed line in Fig. 2, bottom).
These features correspond to the onset of transport processes,
where electrons populate the molecular bridge resonantly
upon the excitation of n vibrational quanta. Examples of such
processes are shown in Figs. 3(b)–3(e).

It was shown that the step height corresponding to adiabatic
vibronic processes can be described by the Franck-Condon
factors and depends only on the dimensionless coupling
Mii/��. As the processes include only one electronic level,
the broadening of the electronic level and its proximity
to its vibrational satellites are important for pronounced
adiabatic vibrational effects in the current [see color coding in
Figs. 3(b) and 3(d)].

Nonadiabatic electronic-vibrational processes, on the other
hand, include two different electronic states. In this process,
depicted in Fig. 3(c), one electronic state is populated from the
left lead, whereas the other state allows the electron to leave the
molecule towards the right lead. The intramolecular transition
between the electronic states is facilitated by the coupling to
the vibrations, and the energy of the electron is changed by ��.
The probability for this nonadiabatic process is enhanced if the
resonance condition ε1 + �� = ε2 is fulfilled [57]. Because
the system NONAD comprises only a single vibrational degree
of freedom, the nonadiabatic transport process results in an
avoided level crossing as a signature of the breakdown of
the Born-Oppenheimer approximation. In systems with more
vibrational degrees of freedom, true degeneracies are also
possible, for example, in systems with a conical intersection
of potential-energy surfaces [52].

3. Transport channels due to nonadiabatic electronic-vibrational
coupling and asymmetric current-voltage characteristics

As shown, nonadiabatic electronic-vibrational coupling
provides a mechanism that mixes the electronic levels of the
molecular bridge even without coupling to the leads. This
induces additional transport channels, which are not available
within the adiabatic approximation. A particular interesting
scenario arises in junctions with asymmetric, state-specific
coupling to the leads. As an example, we consider the model
ASYMM, where the lower electronic state couples strongly to
the right lead and weakly to the left, whereas the other elec-
tronic level is strongly coupled to the left lead and weakly to the
right. The corresponding parameters can be found in Table I. A
system with similar coupling to the leads but without nonadia-
batic electronic-vibrational coupling was investigated in [49].

Figure 4 depicts the current-voltage characteristic of
the model ASYMM with and without electronic-vibrational
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FIG. 3. (Color online) Schematic representation of example processes for (a) purely electronic and (b)–(e) vibronic transport involving
the emission of one vibrational quantum and two broadened electronic levels. The abbreviations L and R denote the left and the right leads,
respectively, and M stands for the molecule. The arrows illustrate tunneling electrons, whereas the color of the arrow denotes the molecular
level involved in the tunneling process.

coupling. While the noninteracting model shows only a small
current, the model with finite electronic-vibrational coupling,
M12 = 0.03 eV, is a far better conductor with a pronounced
inelastic current. As is well known, the current-voltage
characteristics for the noninteracting model is, despite the
asymmetry of the molecule lead coupling, symmetric with
respect to bias polarity [44,110]. The nonadiabatic vibrational
coupling, however, results in a pronounced asymmetry of the
current-voltage characteristics. The inelastic currents obtained
for positive and negative bias polarities differ not only in
magnitude but also with respect to the voltages at which steps
in the current appear.

This is due to the fact that nonadiabatic electronic-
vibrational interaction provides additional inelastic transport
channels described by the expressions

Iij = e

2π�

∫
�<

L ii(ε)
∣∣Gr

ii(ε)
∣∣2|Mij |2G>

jj (ε)dε

= e

2π�

∫
�<

L ii(ε)
∣∣G0r

ii (ε)
∣∣2|Mij |2

∣∣G0r
jj (ε − ��)

∣∣2

×�>
R jj (ε − ��)dε + O(M4V 6) (31)

FIG. 4. (Color online) Current-voltage characteristics for the
system ASYMM. The pictures given in this plot visualize the most
important vibrational transport processes. The vertical dashed lines
mark the voltages at which relevant unperturbed electronic energy
levels enter the voltage window.

for the current with i,j ∈ {1,2}, i �= j . The additional steps in
the inelastic current correspond to resonant transport processes
depicted in Fig. 4.

As the molecule couples asymmetrically to the leads,
transport is dominated by inelastic channels that can exploit the
strong couplings of the higher molecular electronic level to the
left lead and of the lower molecular electronic level to the right
lead. The transition between the electronic states is enabled by
the interaction with the vibrations, where electrons scatter from
the higher to the lower electronic level, thereby exciting the
vibrational mode. Due to the low temperature of T = 10 K, the
reverse process including the absorption of vibrational energy
is strongly suppressed. For positive bias voltage, the asymmet-
ric coupling to the leads together with the energetic restriction
imposed by the emission of vibrational quanta results in a pro-
nounced inelastic current that profits from the energetic prox-
imity of ε1 + �� and ε2. For negative bias, on the other hand,
the necessity to emit vibrational energy restricts the system
to different inelastic transport processes, which do not benefit
from the resonance condition found in Sec. III A 1. This leads
to a smaller current which exhibits steps at different voltages.

This example shows that nonadiabatic electronic-
vibrational coupling in junctions with asymmetric, state-
specific molecule-lead coupling may result in a pronounced
asymmetry of the current, i.e., a rectification effect. It is noted
that vibrationally induced rectification is also observed in
similar models with adiabatic electronic-vibrational coupling
[19,90]; the underlying mechanism, however, is quite different.

4. Interplay between adiabatic and nonadiabatic
electronic-vibrational couplings

In real-world molecules, both the adiabatic and nonadi-
abatic electronic-vibrational interactions will be active and
will influence the transport properties in a more complex
way than in the simplified models discussed above. The
dominating contributions to the current from the adiabatic and
nonadiabatic coupling mechanisms and their interplay in this
more general scenario are analyzed in the Appendix. As an
illustrative example, we consider the model INTPLY, with
parameters as specified in Table I.

We first consider in Fig. 5 a model system which is
dominated by the adiabatic coupling M11 = M22 = 0.05 eV
but exhibits, in addition, a smaller nonadiabatic coupling
M12 = ±0.02 eV. The results reveal a significant influence of
the nonadiabatic coupling in the voltage range between eV =
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FIG. 5. (Color online) Current-voltage characteristics for the
model system INTPLY for M11,M22 = 0.05 eV and M12 =
0,±0.02 eV. The vertical dashed lines denote the voltages at which
resonant transport through the molecular states, renormalized by the
adiabatic electronic-vibrational coupling, becomes possible.

2ε1 and eV = 2(ε1 + ��), where ε1 = ε1 − M2
11

��
denotes the

energy of the first electronic state renormalized by the adiabatic
coupling to the vibrations (polaron shift). In particular, the
current depends on the sign of the nonadiabatic coupling M12.

To analyze the underlying mechanism, in Fig. 6 we separate
the current into incoherent and interference parts, according
to Eqs. (23) and (24). The results show that the change of the
current induced by nonadiabatic coupling can be considered
as an interference effect, whereby positive (negative) coupling
M12 results in constructive (destructive) interference. Because
the electronic levels of the system INTPLY are well separated,
the effect occurring in the voltage range between eV = 2ε1 and
eV = 2(ε1 + ��) cannot be caused by interference of path-
ways associated with different electronic states. As is analyzed

FIG. 6. (Color online) Interference (dashed lines) and incoherent
(solid lines) contributions to the currents of the system INTPLY for
M11,M22 = 0.05 eV and M12 = 0, ± 0.02 eV depicted in Fig. 5.

FIG. 7. (Color online) Current-voltage characteristics for the
model system INTPLY. The electronic-vibrational coupling parame-
ters are specified in the legend.

in more detail in the Appendix, it rather corresponds to the
interference of different vibronic contributions to the current
induced by adiabatic and nonadiabatic electronic-vibrational
couplings [see. Eqs. (A1) and (A2)]. Thus, currents from
adiabatic and nonadiabatic electronic-vibrational processes
interfere with each other. For higher voltages, when the second
electronic state enters the bias window, the effect disappears.
This is because the self-energy for the coupling to the leads
gives off-diagonal Green’s function elements that differ in
sign for the states ε1/2. As a result, transport processes where
the role of the electronic states is interchanged contribute with
opposite signs to the overall current and thus cancel each other.

It is also noted that the interplay between adiabatic
and nonadiabatic electronic-vibrational coupling breaks the
symmetry of the current with respect to the first and second
electronic states: Without nonadiabatic coupling, the transport
through the two electronic levels contributes approximately
equally to the current (for a system with the same molecule-
lead and vibronic couplings for the two states as considered
here and neglecting nonequilibrium vibrational effects and
electron-electron interactions). For a system with additional
nonadiabatic coupling, the increase in the current at the
bias voltages eV = 2ε1 and eV = 2ε2 differs due to the
interference between nonadiabatic and adiabatic contributions,
as discussed above.

Next, we analyze the influence of the relative strength of
the adiabatic Mii and nonadiabatic Mij electronic-vibrational
coupling. To this end, Fig. 7 depicts the current-voltage
characteristics of the system INTPLY for several scenarios:
the case with only adiabatic coupling (Mii = 0.05 eV, M12 =
0 eV), the cases where adiabatic coupling (Mii = 0.05 eV,
M12 = 0.02 eV) and nonadiabatic coupling (Mii = 0.02 eV,
M12 = 0.05 eV) are dominant, and also the case where
adiabatic and nonadiabatic couplings are of the same strength
(Mii = M12 = 0.05 eV). The results reveal a significant
dependence of the magnitude of the current and the location
of the steplike structures in the current on the relative coupling
strengths Mii and Mij .
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The different bias voltages at which the steplike increase
of the current is observed can be rationalized by the dif-
ferent energy-level renormalization caused by adiabatic and
nonadiabatic electronic-vibrational couplings, respectively.
The adiabatic coupling leads to a decrease in the energy
of all the electronic levels described by the polaron shift.
The nonadiabatic interaction, on the other hand, results in
a repulsion of the electronic levels.

The difference of the level of the currents, observed in Fig. 7
for voltages between 0.4 and 0.7 V, can again be identified as
an interference effect according to Eqs. (23) and (24), like in
the discussion above. The first estimate provided by Eqs. (A1)
and (A2) suggests that the different contributions to the current
are proportional to the product of adiabatic and nonadiabatic
coupling strengths MiiMjk . This explains the enhanced current
of the model with Mii = 0.05 eV and M12 = 0.02 eV
compared to that of the purely adiabatic model and also why the
model system with Mii = 0.05 eV and M12 = 0.05 eV exhibits
the largest current. The deviations between the models with
couplings Mii = 0.02 eV, M12 = 0.05 eV and Mii = 0.05 eV,
M12 = 0.02 eV, on the other hand, indicate a difference
between adiabatic and nonadiabatic couplings which is beyond
the level of approximation discussed in the Appendix.

B. Transport properties of molecular junctions
with quasidegenerate electronic states

In this section we investigate the effect of nonadia-
batic electronic-vibrational coupling on model systems with
quasidegenerate electronic levels. We refer to molecular states
as quasidegenerate whenever the energy difference between
the states is smaller than the level broadening due to coupling
to the leads. For such a model system, quantum interference
plays an important role, and adiabatic electronic-vibrational
coupling has been shown to result in decoherence effects
[26,28,30,31,33].

1. Electronic two-level system with constant interstate coupling

The identification of dominant transport processes for
systems with quasidegenerate electronic states in analogy to
the approach in Sec. III A 1 is significantly more involved than
for well-separated energy levels. To analyze their transport
properties, we therefore consider a simplified toy model
consisting of two electronic levels with constant coupling
between the two electronic states at the molecular bridge
instead of the vibronic coupling described by Eq. (1).

H ′ = ε1d
†
1d1 + ε2d

†
2d2 + 	(d†

1d2 + d
†
2d1) +

∑
k∈L/R

εkc
†
kck

+
∑

k∈L/R

(Vk1c
†
kd1 + Vk2c

†
kd2 + H.c.), (32)

where 	 is the constant interstate coupling strength. The part
of the Hamiltonian without the coupling to the leads can be
diagonalized by a simple basis transformation, resulting in

H ′ = ε̃1d̃
†
1 d̃1 + ε̃2d̃

†
2 d̃2 +

∑
k∈L/R

εkc
†
kck

+
∑

k∈L/R

(Ṽk1c
†
kd̃1 + Ṽk2c

†
kd̃2 + H.c.). (33)

Here, d̃
†
i and d̃i are the fermionic creation and annihilation

operators in the new basis. The new energies ε̃1/2 and couplings
to the leads Ṽk1/2 are given by

ε̃1/2 = ε1 + ε2

2
±

√(
ε2 − ε1

2

)2

+ 	2, (34)

Ṽk1/2 = N1/2

ε̃2 − ε̃1

(
± ε̃2/1 − ε1

	
Vk1 ∓ Vk2

)
, (35)

where the shorthand notation N1/2 = √
	2 + (ε1 − ε̃1/2)2 was

used.
For the model systems considered in Secs. III B 2 and

III B 3, Vk1 = ±Vk2 holds. In this case, upon increasing 	, one
of the new electronic states couples more strongly to the left
and more weakly to the right lead, whereas the other electronic
state couples more strongly to the right and more weakly to the
left lead. This results in a decreasing conductivity of the model
system with increasing coupling strength 	 or decreasing level
spacing |ε2 − ε1|. In the limit 	 → ∞ or |ε2 − ε1| → 0, the
system decomposes into a state coupling only to the left lead
and another state coupling only to the right lead, such that the
current flowing through the molecule vanishes.

2. Influence of purely nonadiabatic
electronic-vibrational interactions

We first consider transport through a molecular system
exhibiting quasidegenerate electronic states with a purely
nonadiabatic electronic-vibrational coupling. This scenario is
described by the model system DESNONAD with parameters
specified in Table I. It is noted that the model DESNONAD
is analogous to the model system DES studied by Härtle et al.
[33] but extended by the nonadiabatic electronic-vibrational
coupling. The system without electronic-vibrational coupling
is known to exhibit strong destructive interference effects
which suppress the current. Therefore, the model system
allows for a systematic investigation of the influence of
purely nonadiabatic electronic-vibrational interactions on
interferences.

An example of a typical current-voltage characteristic for
the system DESNONAD with electronic energy ε2 = 0.505 eV
is given in Fig. 8, where the current for the system with
nonadiabatic electronic-vibrational coupling M12 = 0.05 eV
is compared to that without electronic-vibrational coupling.
The energy difference between the electronic states plays a
crucial role for the interference effects. A more systematic
investigation of the model system DESNONAD can therefore
be obtained by studying the transport properties as a function
of the electronic energy ε2 while keeping all other parameters
fixed, as done in the conductance map in Fig. 9.

Figure 8 shows that the current for the interacting system is
significantly smaller than that for the noninteracting system.
Furthermore, it exhibits two resonance steps instead of one.
The more detailed conductance map shows two distinguishable
resonances for any value of ε2, and an avoided level crossing
as well as vanishing conductance for ε2 = ε1. Furthermore,
negative differential resistances (NDRs), that is, a decrease in
the current upon an increase in the bias voltage, are observed
close to the line ε2 = ε1 for bias voltages when the second
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FIG. 8. (Color online) Current-voltage characteristics of the sys-
tem DESNONAD for ε2 = 0.505 eV with and without nonadiabatic
electronic-vibrational coupling.

electronic resonance enters the bias window. Apart from that,
the conductance map shows two additional avoided level
crossings for ε2 + �� = ε1 and ε1 + �� = ε2 (intersection of
white dashed lines). This last effect has already been discussed
in Sec. III A 2 and will not be further addressed here.

To rationalize these findings, we consider the simplified
noninteracting model system with constant interstate coupling
from Sec. III B 1. A coupling between the electronic states
of the molecule leads to a renormalization of the electronic
energies and therefore to an avoided level crossing, result-
ing in two steps in the corresponding current. To a good

FIG. 9. (Color online) Conductance map of the system
DESNONAD for varying electronic energy ε2. The purely
nonadiabatic electronic-vibrational coupling strength is
M12 = 0.05 eV. The white dashed lines indicate the position
of the electronic resonances. The positions of the corresponding
two-level system with empirically determined constant coupling
strength 	 = 0.0075 eV are marked by black dashed lines in the
relevant region. The light colors on the right-hand side of the plot
close to the line ε2 = ε1 = 0.5 eV indicate regions of negative
differential resistance.

approximation, the location of the electronic resonances in the
conductance map of the interacting system can be described
by the noninteracting model with an effective coupling of
	 = 0.0075 eV (black dashed lines in Fig. 9).

In addition to the level splitting, the interaction between the
molecular electronic states leads to new eigenstates. According
to Eq. (35), one of the new eigenstates couples more strongly
to the left lead but more weakly to the right lead, whereas
the other eigenstate couples more strongly to the right lead
but more weakly to the left lead, which results in an overall
suppression of the current. In the limit ε1 = ε2, the two new
eigenstates couple either to the left or the right lead such
that the current vanishes. This behavior is also found in the
noninteracting system without interstate coupling (	 = 0) for
ε1 = ε2. In this case, however, the current disappears due
to perfect destructive interference between the two transport
channels through the individual electronic states. Assuming
that the nonadiabatic electronic-vibrational coupling provided
a source of decoherence, as was found for adiabatic electronic-
vibrational coupling [33], the perfect destructive interference
would be diminished, leading to a finite current for ε1 = ε2.
This is, however, not observed in the data presented in Fig. 9.
This is due to the fact that, in contrast to adiabatic electronic-
vibrational coupling, nonadiabatic coupling does not provide
information on the specific path (electronic state) an electron
has taken through the molecular bridge and thus does not
act as a direct source of decoherence. Rather, it mixes the two
electronic states. This is discussed in more detail in Sec. III B 3.

The NDR phenomenon observed in Fig. 9 cannot be
explained by the simple toy model of Sec. III B 1 with
constant coupling 	 between the two electronic states. The
nonadiabatic interaction between the electronic and vibrational
degrees of freedom results in an effective interstate coupling,
which depends on the population of the electronic states and
thus on the bias voltage. Specifically, in the model system
DESNONAD an increase in the population of the electronic
states, obtained for bias voltages beyond the onset of resonant
transport, leads effectively to a stronger interstate coupling.
The resulting enhanced mixing of the electronic levels causes
a decreased current, i.e., NDR. As this mechanism is less
effective for larger energy differences |ε2 − ε1|, NDR can be
observed only for parameter regimes close to ε1 = ε2.

3. Influence of adiabatic and nonadiabatic
electronic-vibrational interactions

Finally, we study the influence of nonadiabatic electronic-
vibrational coupling on a quasidegenerate electronic system in
the presence of adiabatic vibrational interaction. To this end,
we extend the model system DESVIB introduced by Härtle
et al. [33] by a nonadiabatic electronic-vibrational coupling of
varying strength (see Table I).

The results obtained for the current-voltage characteristics
of this model, depicted in Fig. 10, show that the system with
electronic-vibrational interaction allows for a significantly
higher current than the purely electronic model. Thereby,
the system with only adiabatic coupling to the vibrations
(M12 = 0) is the best conductor, whereas the current de-
creases with increasing nonadiabatic electronic-vibrational
coupling strength M12. The overall shape of the current-voltage

195418-10



EFFECT OF NONADIABATIC ELECTRONIC-VIBRATIONAL . . . PHYSICAL REVIEW B 91, 195418 (2015)

FIG. 10. (Color online) Current-voltage characteristics of the
system DESVIB for varying nonadiabatic electronic-vibrational cou-
pling. The gray line gives the current without electronic-vibrational
interaction, the black line is the current for the system with purely
adiabatic electronic-vibrational coupling, and the blue and green lines
corresponds to the current of the system with different nonadiabatic
electronic-vibrational coupling ranging from M12 = 0.005 eV to
M12 = 0.02 eV.

characteristics is rather insensitive to the strength of nona-
diabatic coupling. The minor changes in the overall shape
of the current can be traced back to the interplay between
adiabatic and nonadiabatic electronic-vibrational interactions,
as already discussed in preceding sections.

As was studied in detail in Refs. [30,33], the interaction
between electrons and nuclei increases the current in the
system with purely adiabatic coupling (M12 = 0) because the
vibrations provide which-path information, thus quenching
the destructive interference present in the noninteracting sys-
tem [33]. To analyze the influence of nonadiabatic electronic-
vibrational coupling, we separate the current into incoher-
ent and interference contributions according to Eqs. (23)
and (24). The results in Fig. 11 show that nonadiabatic
coupling reduces the interference contribution to the current,
while the incoherent contribution is essentially unaffected.
This can be rationalized in the following way. State-specific
adiabatic electronic-vibrational coupling provides information
on the specific path (electronic state) an electron has taken
through the molecular bridge and thus acts as a direct source
of decoherence. Nonadiabatic electronic-vibrational coupling,
on the other hand, mixes the two electronic states and
thus tends to quench which-path information. As a result,
in a system with strong decoherence such as the model
DESVIB, the current decreases with increasing nonadiabatic
coupling.

IV. CONCLUSIONS

We have investigated the influence of nonadiabatic
electronic-vibrational interactions on the transport properties

FIG. 11. (Color online) Interference (dashed lines) and inco-
herent (solid lines) contributions to the currents of the system
DESVIB for varying nonadiabatic electronic-vibrational coupling
strength M12.

of single-molecule junctions. Employing nonequilibrium
Green’s functions within the self-consistent Born approxima-
tion to simulate the current-voltage characteristics, we studied
model molecular junctions comprising two electronic states
coupled to a vibrational mode. Thereby, two different types
of molecular junctions were considered, which differ by the
energy spacing of the electronic states.

For molecular junctions with well-separated electronic
states, an analytical analysis of the most important vibra-
tional effects shows that nonadiabatic coupling may have
pronounced effects if the resonance condition εi + �� ≈ εj

with i �= j is fulfilled. Numerical calculations revealed the
fundamental differences between adiabatic and nonadiabatic
electronic-vibrational couplings, which manifest themselves
in a different dependence of the transport properties on the
vibrational energy �� and in transport channels caused by
the level-mixing in the case of nonadiabatic coupling. The
latter mechanism can lead to an asymmetric current-voltage
characteristic, i.e., rectifying behavior, in junctions with
state-specific asymmetric coupling to the leads. Moreover,
the interplay between adiabatic and nonadiabatic vibrational
effects results in interference effects that change the current
depending on the relative sign between the different vibrational
couplings.

To analyze the effect of nonadiabatic electronic-vibrational
interactions in molecular junctions with quasidegenerate
electronic levels, we considered model systems which were
previously shown to exhibit significant interference and deco-
herence effects [33]. Our study shows that purely nonadiabatic
vibrational coupling in these systems results in an avoided
crossing of the energy levels and tends to suppress the current.
Moreover, the specific nature of the nonadiabatic electronic-
vibrational interaction can result in NDR as a consequence of
charging the molecule. In contrast to state-specific adiabatic
coupling, nonadiabatic coupling does not provide a decoher-
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ence mechanism. Rather, it causes mixing of the electronic
states and thus quenches which-path information.

In the present work we have considered molecular junctions
with a single vibrational mode. In polyatomic molecules,
multiple vibrational modes may interact with the electronic
degrees of freedom. In this case intersections of potential-
energy surfaces are possible and may result in strong nonadi-
abatic coupling. The resulting phenomena are well studied
in molecules in the gas phase and in solution [52]. The
investigation of these effects under nonequilibrium conditions
in molecular junction is an interesting topic for future
research.
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APPENDIX: IDENTIFICATION OF IMPORTANT
TRANSPORT PROCESSES FOR SYSTEMS WITH

WELL-SEPARATED ELECTRONIC STATES

In Sec. III A 1, we identified the most important effects of
electronic-vibrational interactions by expanding the current
in the couplings Mij and Vij . Considering well-separated
electronic systems and using the strongly peaked nature of
Green’s functions, we employed an additional approximation
beyond perturbation theory in Sec. III A 1. Specifically, a
simplification for the expression for the current was obtained
by neglecting the product of two Green’s functions of different
electronic states for a fixed energy. Depending on the system
under consideration, the coupling to the leads can result in
relatively large off-diagonal Green’s function elements such
that completely disregarding the product of two Green’s
functions of different electronic states at the same energy
may not be valid. Nevertheless, the coupling to the leads still
represents a perturbation to the system such that an improved
expression for the current can be derived by additionally
allowing for contributions that contain the product with one
Green’s function of another electronic state at a given energy. A
generalization of this approach is straightforward. The elastic
correction to the current and the inelastic current read

δIL el ≈ e

2π�

∑
i,j �=i

∫
�<

L ij (ε)

(
G0r

jj (ε)2

[
|Mji |2G0r

ii (ε) + M2
jjG0r

jj (ε) +
∑

k �=i∧j

|Mjk|2G0r
kk (ε)

]
G0a

ii (ε) + H.c.

)
�>

R ji(ε)

+�<
L ii(ε)

(∣∣G0r
ii (ε)

∣∣2
[
MiiMijG0r

ii (ε) + MijMjjG0r
jj (ε) +

∑
k �=i∧j

MikMkjG0r
kk (ε)

]
G0r

jj (ε) + H.c.

)
�>

R ji(ε)

+�<
L ij (ε)

(
G0r

jj (ε)

[
MjiMiiG0r

ii (ε) + MjjMjiG0r
jj (ε) +

∑
k �=i∧j

MjkMkiG0r
kk (ε)

]∣∣G0r
ii (ε)

∣∣2 + H.c.

)
�>

R ii(ε)dε

+ δI
sep
L el + R + O(M4V 6), (A1)

IL inel ≈ I
sep
L inel + e

2π�

∫ ∑
i,k �=i

�<
L ii(ε)

∣∣G0r
ii (ε)

∣∣2
[
MiiMkiG0>

ik (ε) + MikMiiG0>
ki (ε) +

∑
l �=k∧i

MikMliG0>
kl (ε)

]

+
∑
i,j �=i

�<
L ij (ε)G0r

jj (ε)

[
MjiMiiG0>

ii (ε) + MjjMjiG0>
jj (ε) +

∑
k �=i∧j

MjkMkiG0>
kk (ε)

]
G0a

ii (ε)dε + O(M4V 6). (A2)

Here, δI
sep
L el and I

sep
L inel are the contributions to the current as

specified in Eqs. (29) and (30), and R denotes the influence
of the Hartree term which leads to further renormalization
of the electronic levels and which will be neglected here for
the sake of readability. In this approximation, the expressions
for the currents incorporate a variety of different terms. The
equations can be separated into three different parts corre-
sponding to different type of effects of the vibrations on the
current.

The first effect is an enhancement of purely adiabatic
or nonadiabatic vibrational effects identified in Sec. III A 1.
These terms are proportional to M2

ii and |Mij |2 with i �= j ,

respectively. The second type mixes the adiabatic and the
nonadiabatic electronic-vibrational coupling. The correspond-
ing terms are proportional to MiiMij with i �= j . Notice that
these summands are also proportional to off-diagonal elements
of the self-energy for the coupling to the leads. As discussed in
Sec. III A 4, this combined action of adiabatic and nonadiabatic
electronic-vibrational interactions can have a strong influence
on the current. The last kind of process that influences the
current in this approximation depends on three different
electronic states. The corresponding terms are proportional
to MikMkj with i �= j �= k and rely only on nonadiabatic
electronic-vibrational interactions. They describe transport
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processes, where an electron is scattered from an initial to a
final electronic state via another different state. They represent
therefore a more general form of the purely nonadiabatic
electronic-vibrational processes identified in Sec. III A 1.

While the latter type of process does not contribute in our
models with two electronic levels, it may be of importance
in molecular junctions with multiple closely lying electronic
states.
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