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Assessing the equilibrium morphologies of self-assembled heteroepitaxial quantum dots requires the estimation
of their elastic (volumetric), surface, and edge energy contribution, all of them being shape dependent. Due to the
size and multifaceted morphology of these islands, the estimation of the first term is typically a time-consuming
or complicated task. A general rule to predict it from the sole morphologies would guarantee a precious advantage
in this field. Here we present an interpolating function to fulfill this purpose for the prototypical systems of Ge/Si
and InAs/GaAs. The trend is first extracted from a systematic analysis of realistic shapes observed on (001)
substrates. It is then tested and corroborated for selected vicinal (tilted) substrates. Finally, the deviations due
to intermixing and the underlying wetting layer are quantified. Of fundamental importance in this process is the
identification of a morphological descriptor more accurate than the widely adopted aspect ratio, the limitations
of which are discussed.
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I. INTRODUCTION

The bottom-up solution to create nanosized objects cur-
rently represents a widely explored technique to overcome the
limitations of top-down nanolithography for materials with
novel and tunable properties for new technological nodes.
High-gain photosensors [1,2], devices with quantum optical
properties [3], efficient thermoelectrics [4–6], high-speed
transistors [7,8], and the efficient strain engineering of the
recently introduced membranes [9,10] represent just a few
examples of the applications that are feasible. The properties
of the final devices depend critically on the morphology of the
nanostructures and on their evolution and/or stability during
processing [11].

Prototypical semiconductor systems in this field are the
self-assembled nanoislands (quantum dots) of Ge/Si(001)
[12–14] or InAs/GaAs(001) [15,16] deposited via molecular
beam epitaxy.

The deposited material (epilayer) first creates a planar
wetting layer (WL) that is subject to compressive strain due to
the lattice mismatch with the substrate (equal to ≈4 and 7% for
Ge/Si and InAs/GaAs, respectively). This strain is partially
relieved by the system via the formation of three-dimensional
(3D) structures (islands) with shallow facets atop the thin WL.

The higher strain relief guaranteed by steeper facets is
one of the driving forces for the continuous morphological
evolution of the islands [11,16–20]. In case the morphology
observed is not kinetically -limited [21,22], as turns out to
be the case in most standard deposition conditions [23], this
morphological transition can be qualitatively [18] and also
quantitatively [16,19,24] explained in terms of a balance of
elastic, surface, and edge energy (see Sec. II A for a review).

The surface energy contribution can play an important role
in some subtle cases where a precise quantitative balance
of the terms is needed [19,25–27]. But most commonly the
sequence of the evolution observed experimentally agrees well
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with the one predicted by considering the elastic energy term
alone (governing the evolution from flatter to steeper islands),
both on flat [15,20] and on patterned substrates [8].

Therefore an accurate prediction of the elastic energy
density ρ of the system island plus substrate for various
island morphologies represents a first indication of the relative
stability of the structures considered [20].

This information can, in turn, be useful and precious for
further processing or to predict the onset of line defects [28,29].
The mathematical models currently available to predict the
ρ [30–32] fail for shapes as steep as the ones observed
experimentally and for the variety of the multifaceted, three-
dimensional systems. An order parameter defined from a
geometrical intuition [20,33,34] has been proven to provide
a good sorting of strain relief—the aspect ratio (AR), defined
as the ratio of the height of the island over the square root of
the basal area:

AR = h√
B

. (1)

No systematic analysis, however, can be found that probes its
validity on a wide variety of morphologies.

In this work we tackle this issue by performing a systematic
analysis on a large number of isolated, uncapped, and
nondislocated quantum dots (islands) of various shapes and
with the different facet orientations that are observed on (001)
substrates (Sec. II B). We compute their elastic energy within
the linear elasticity theory by a finite element (FE) approach
(Sec. II C), that allows us to overcome the theoretical problems
mentioned. The aim is to find an interpolating function that
allows us to predict the elastic relief of an island by considering
its sole morphology.

We follow the same path that has led to the corroboration
of the AR in literature. First we focus on ideal situations: flat
substrates, pure 100% Ge and 100% InAs islands, with no
intermixing considered as a channel for strain relief, and with
no WL under the islands, which would lead to nonsimilarities
in the strain relaxation and size-dependent results [25,26].
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After highlighting the limitations of the aspect ratio
(Sec. III A) as a univocal descriptor, we propose an
intuition-driven alternative (Sec. III B) that allows a narrower
interpolating function of the elastic energy. A definitive
comparison between this new parameter and the AR is made
on vicinal substrates (Sec. III C), that additionally proves the
broader validity of the interpolating function.

The deviations from this trend are then quantified by re-
leasing the simplifying hypotheses on selected cases: an alloy
analysis (Sec. III D) allows to estimate the variation expected
for both homogeneous and nonhomogeneous intermixing and
the presence of the WL (Sec. III E) is considered. This allows
its safe usage in real situations of the interpolating functions
deduced.

Additional information on the analysis and the technical
details to reproduce the data are reported in Ref. [35].

II. METHODS

A. Theoretical approach to predict
the equilibrium morphologies

For the sake of clarity and completeness, in this section we
briefly review the method adopted in literature to predict the
energetic stability of the islands.

By considering an island of volume V , exposed facets Si ,
and a base of B, the energy is computed taking the WL as the
reference for energy (here the edge energy is neglected):

�E = V (ρisl − ρWL) +
∑

i

Siγi − BγWL. (2)

The energies of different morphologies of islands (taken
as Wulff construction) are compared at different volumes by
assuming that they grow self-similarly. A convenient definition
of adimensional geometric factors β is introduced to make this
equation explicitly dependent on V:

βi ≡ Si/V 2/3, βcov ≡ B/V 2/3, (3)

where the βi are said to be the “exposed” surfaces and the βcov

are the “covered” ones. The equation thus transforms into

�E = V (ρisl − ρWL) + V 2/3

(∑
i

βiγi − βcovγWL

)
. (4)

The elastic term can be rewritten by focusing on the amount
of strain of the WL that is relaxed by the island considered:

V (ρisl − ρWL) = VρWL
ρisl − ρWL

ρWL
≡ VρWL(−F ), (5)

where we call −F the “relaxation factor,” which is negative
since ρisl < ρWL.

In this work we seek for an expression of F as a function of a
morphological descriptor. Since the ρWL is known analytically
[35], this expression allows to completely quantify Eq. (4) if
estimations of the surface energies γ are given or known.

Here it is noteworthy to remember that, differently to
metals, the surface energy of strained semiconductors depends
not only on the direction of the facets i but also on their
reconstructions [36] and the strain state of the surfaces [37].
The determination of the stability of the different reconstruc-
tions for different strain represents currently an open field of

research [26,37,38]. Since the strain state of the facets on the
islands assumes different values for different morphologies
of the island itself, a precise quantification for fine effects of
the surface energies is performed on fixed shapes and with a
multiscale approach [39]. In case of InAs/GaAs the surface
energy is also dependent on the chemical potential to be used
[40,41]. It is important to consider that the surface energies
here (γ ) have both the meaning and the dimension of an energy

per unit area (meV/Å
2
). This is not to be confused in these

particular systems with the quantities needed to build the Wulff
shape (see discussion in the next section).

The reader here is provided with a fast instrument to sort
and predict the volumetric contribution of the internal energy
of the islands, that represents the first step in assessing Eq. (4).

B. Creation of the morphologies

In order to be predictive with experiments, in this work we
focus on the islands showing the same family of facets as in
experiments: {105}, {113}, and {15 3 23} for Ge/Si and {137},
{101}, and {111} in InAs/GaAs [15,42].

In Wulff construction the morphologies are created by spec-
ifying the facets appearing and the distances of these planes
from the origin of axes. What determines the morphologies is

FIG. 1. (Color online) AR of the islands constructed by system-
atically varying the ratio of the surface energies w in the Wulff
construction. Every point corresponds to a morphology considered.
The plateaus are labeled with the Miller indices of the facet of the
pyramids generated. Black points show the cases where all the facets
considered appear. See Sec. II B.
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FIG. 2. (Color online) Morphology of some islands analyzed in this work selected from Fig. 1 (“Systematic”), from some cases added
(“Cases”) and the islands on different substrate orientation (“Vicinals”). The mesh in the islands, the strain component (εxx + εyy)/2 (in %),
and the angles considered in the DAES are also shown.

the ratio between these distances, so here they are unitless. In
this work we denote these distances as w. Although we stick
to the convention of calling these distances “surface energies,”
they must not be confused with the γ in the case of strained
semiconductors (see the previous section).

In this work we vary these values w to create the different
morphologies and they have no energetic connotation. The
morphologies are built with the Wulff construction code
SOWOS [43], by systematically varying the “surface energy”
values of each family w between 1 and 50 with a step of
1. We call this method “systematic” and it leads to about
140 meshable distinct morphologies per situation, so to have
statistics on similar morphologies. Every input file is reported
in Ref. [35] for the sake of reproducibility.

In this case the values of the AR for the morphologies
considered can be visualized on a 3D graph as a function of
the ratios of the w [Figs. 1(a) and 1(b)]. Every point in this
graph represents an island’s shape. Here just one family of
facets (pyramids, represented as plateau regions in Fig. 1),
two facets (colored regions), or three facets (black points)
appear. A given value of the AR is obtained by more than one
point in this graph, corresponding to different morphologies
with relative extension of the facets. Examples of this are the
islands denoted (Ge-1) and (Ge-2) in Fig. 2 (AR ≈ 0.20) and
(InAs-1) and (InAs-2) (AR ≈ 0.43); see Table I. The situation
would be even more complicated in the case of more families
of facets considered.

The line “Cases” in Fig. 2 sketches additional islands con-
sidered. Pyramids (Pyr), Domes, and Barns [15,16,39,42,44]
are the morphology experimentally observed. The elongated,
one-dimensional islands (huts) are included for their interest
in producing nanowires [19,24,27,45–48]. As representative
examples of these elongated islands, here only the huts of
{113} for Ge/Si and {101} for InAs/GaAs are considered for

the sake of the clarity of the results graphs. We define the
lateral aspect ratio (LAR) of the hut as the ratio of the longest
edge of the base over the shorter one. Intuitively, the higher the
LAR, the higher the elastic energy. Here huts of LAR equal to
1.0 (pyramid), 1.5, 2.0, 3.0, 5.0, and 10.0 are considered.

The case “Vicinals” is described in Sec. III C. The
morphologies are here described via the geometrical factors β

of Eq. (3), where the exposed surfaces are considered together:

βexp =
exposed∑

i

Si

V 2/3
. (6)

They are computed directly in SOWOS [43]. Their trends are
analyzed in Ref. [35].

C. Finite element analysis

The elastic relaxation is performed in COMSOL Mul-
tiphysics [49] within the linear elasticity theory by using

TABLE I. Properties of the “Systematic” cases depicted in Fig. 2.
The “Island” column reports the name of the panel representing the
island in that figure. Ge-1, Ge-2, InAs-1, and InAs-2 have a close
value of the AR, but with very different morphology and β values.

Island AR βexp βcov F (%) DAES

Ge-1 0.202 5.26 4.65 40.3 0.093
Ge-2 0.203 5.82 5.28 35.9 0.078
Ge-3 0.303 4.95 4.16 48.1 0.129
InAs-1 0.436 4.50 3.22 57.1 0.215
InAs-2 0.437 4.23 2.98 60.8 0.231
InAs-3 0.557 4.26 2.76 64.2 0.273
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FIG. 3. (Color online) Elastic energy density ρisl of the islands analyzed. The trend obtained with the parameter suggested in Eq. (8) (c),
(d) is much narrower and more univocal than the one with the AR (a), (b).

the experimental elastic constants and the lattice mismatch
reported in Ref. [35].

Although the real crystals are anisotropic, in some
computational works isotropy is artificially imposed (i.e.,
C44 = (C11 − C12)/2) [29,50]. We have checked whether
this constraint alters the order found: it does not
(not shown).

The islands are imported into COMSOL Multiphysics [49],
expanded to a volume of 1000 nm3, and put on a flat surface
of substrate (Si or GaAs). All the facets of the islands and
the topmost surface of the substrate are left free to relieve
strain, the bottom surface of the substrate is kept fixed in
order to mimic a semi-infinite substrate, and to the lateral
surfaces of the substrate periodic boundary conditions are
applied.

With the aim at studying an isolated island excluding the ef-
fects of long-range strain field, the substrate size is taken more
than 100 times the size of the islands (2000 × 2000-nm wide
in plane and 1000-nm thick). The same values of the elastic en-
ergy densities are obtained for a substrate ten times smaller (not
shown), thus proving that it is large enough to avoid long-range
effects.

A mesh is created by imposing a maximum mesh element of
3.0 nm3 in the islands (stressors). With this setting the number
of mesh in the cells is ≈15 000 in every calculation, assuring
the same level of accuracy in every case. The elastic energy
obtained does not deviate considerably if a maximum element
of mesh of 1.5 nm3 is adopted (not shown).

The elastic energy density ρisl is defined as the total elastic
energy stored in both the substrate and the island (stressor) per

unit volume of the stressor and is expressed in meV/Å
3
:

ρisl = Wisl + Wsub

Visl
. (7)

III. RESULTS AND DISCUSSION

A. Aspect ratio

The ρisl obtained from the calculations are reported in Fig. 3.
On the right axes we report the relaxation factor −F (in %),
defined in Eq. (5).

The ρWL obtained with the elastic constants adopted [35]
are reported in Table II. Figures 3(a) and 3(b) report the data
taking the AR as the morphology descriptor. For a chosen value
of the AR various F are possible depending on the geometries.
Remarkable examples are the case of AR ≈ 0.24 for Ge/Si
and AR ≈ 0.50 for InAs/GaAs, where the distribution has its
maximum width. The relief of a hut differs from the one of a
faceted island (colored points) with the same AR considerably
(the case of LAR=10.0, leftmost point in the figure). The Barn
in (a) lays out of the trend delimited by the other points.

Several points can be chosen by these graphs violating the
rule “the higher the AR, the lower the ρ.” This rule is only
valid when a limited number of islands in a very narrow range
of AR [33] or islands showing different families of facets are
considered (e.g., pyramid, dome, and barn) [23,51]. However,
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these results prove that the AR is not general enough to define,
sort, and, more importantly, predict the elastic relaxation of
the islands from morphology (our aim in this work).

B. Alternative descriptor

It is known [17] that the islands relieve compressive
strain by expanding through their facets in contact with
a vacuum (exposed) and concomitantly compressing the
substrate underneath. A facet would be more keen to expand
the higher its steepness with respect to the substrate. Hence
using an expression that represents an average estimation of
the inclination of all exposed facets would help improve the
description of the strain relief.

On the basis of this geometrical intuition, we define
the quantity “divided averaged exposed sine” (DAES) (see
Ref. [35] for a motivation of this choice):

DAES =
∑exposed

i βi sin(θi)∑exposed
i βi

× 1

βcov
. (8)

The angles θi are the ones between the normal of the exposed
facet and the normal to the substrate (sketched in Fig. 2:
“Vicinals”).

The division by βcov is introduced to properly describe the
huts [35]. The sine is chosen so to have a higher value of
DAES for higher relaxation expected and to have finite values
for vertical walls [52].

The DAES makes the distribution of elastic energy much
narrower and more univocal than the AR for both Ge/Si
and InAs/GaAs [Figs. 3(c) and 3(d)], approaching the ideal
case of a one-to-one relation between elastic energy and
morphological descriptor.

The trends for Ge/Si and InAs/GaAs are interpolated
independently with the function

−F (%) = a0 + a1DAES + a2DAES2 + a3DAES3, (9)

whose fitting parameters a are reported in Table III.
The fits overimposed on the entire set of data are shown in

Fig. 4(a) as functions of their corresponding F factors.
Some points of Ge/Si are outliers (DAES ≈ 0.21, 0.80,

etc.) but a trend can be detected and the distribution around
the best fit is quite narrow. The errors for InAs/GaAs are higher
than for Ge/Si because the distribution for the former is wider,
but the trend is mostly respected. The wider distribution is

TABLE II. Properties and values of the “Vicinals” islands in
Fig. 2. The order of F is predicted by the DAES and not by the
AR. See Sec. III C.

Substrate → (001) (105) (116)

AR 0.283 0.304 0.322
DAES 0.174 0.168 0.164

ρWL (Ge/Si) (meV/Å
3
) 1.398 1.440 1.455

ρisl (Ge/Si) (meV/Å
3
) 0.613 0.645 0.660

F (Ge/Si) (%) 56.15 55.17 54.67

ρWL (InAs/GaAs) (meV/Å
3
) 2.214 2.325 2.367

ρisl (InAs/GaAs) (meV/Å
3
) 1.047 1.110 1.137

F (InAs/GaAs) (%) 52.70 52.28 51.95

TABLE III. Values of the best fit for Eq. (9) for Ge/Si and
InAs/GaAs reported in Fig. 3(f).

Parameter Ge/Si InAs/GaAs

a0 −6.5 ± 0.2 −14.3 ± 2.2
a1 −465.2 ± 6.5 −239 ± 40
a2 1284 ± 59 75 ± 216
a3 −1377 ± 136 511 ± 366

due to the points of the huts (DAES ≈ 0.15–0.2) deviating
from the trend of the other islands. Another reason is the wide
distribution of the βs (influencing the strain relief) in terms
of DAES for InAs/GaAs due, in turn, to some nonmonotonic
trend with the family of facets considered [35].

In Fig. 4(b) the same trend by using the AR is shown
for comparison: the drawbacks of this choice (nonunivocal,
nonmonotonous, etc.) evidently rule it out as a good one.

C. Vicinals

The recent growing interest in the islands created on
substrates other than (001) [19,24,26,32,53–58] compels to
consider also this case. Here we use them not only as a case
to test the generality of the interpolating function deduced

FIG. 4. (Color online) (a) Global fit with Eq. (9) for Ge/Si and
InAs/GaAs with the DAES describing the morphology. (b) The case
of the AR for comparison. The improvement provided by the DAES
and the limitations of the AR are clear. The points on the vicinals
substrates fall on the trends predicted by using the DAES.
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but also as a validating example of the quality of this new
descriptor over the standard AR. Indeed, we chose their
morphology so to have an opposite ordering if classified via
the AR or via the DAES (Table II and Fig. 2: “Vicinals”). The
islands are created with the correct orientation of the basal
area directly in SOWOS [43], and are put in COMSOL on a flat
substrate rotated along the vicinal surface considered.

The resulting elastic energy and morphologies are reported
in Table II. In this case both the elastic energy ρisl and the F
factor taken with respect to the substrate considered have an
opposite trend from the one expected from the “AR-criterion”:
the islands relax less for the higher AR. In contrast, the trend
is respected if the DAES is considered, even for the small
difference of the DAES between the (105) and (116) (0.1676
versus 0.1641), computed from SOWOS [43] analytically. This
supports our choice of the DAES as a proper morphology
descriptor.

Although they are not included in the fit, these points
fall on the one obtained from the DAES for the Ge/Si or
on the trend for InAs/GaAs [Fig. 4(a)]. This confirms the
validity of the trend also for substrates other than (001) and
that the interpolation deduced here can be conveniently used
by experimentalists when handling islands whose DAESs
fall into the range considered (spanning almost all islands
normally observed experimentally). The same is not occurring
in Fig. 4(b) for the AR.

D. Alloys and nonhomogeneous concentration

In this section we relieve the hypothesis of islands of pure
Ge or InAs and analyze, for selected cases, the role of a
different concentration homogeneous in the islands first and
then discuss the effects of a nonhomogeneous distribution
inside the island. In this case no WL is considered in the
simulations.

In the simulations Vegard’s law is applied for both the
lattice constant of the stressor and its stiffness tensor [35]. We
compute the elastic energy density ρisl from FEM and use the
ρWL of the corresponding concentration [35] in order to obtain
the relaxation factor F.

Figure 5 shows the results for GexSi1−x/Si(001) (a) and
InxGa1−xAs/GaAs(001) (b) analyzed with a concentration
between 100 and 20% of Ge and In, respectively. As a general
trend the factor F increases in modulus for more diluted
systems. Its absolute variation from the pure cases in the
case of Ge/Si is between 2.5% (for the {105} pyramid) and
3.5% (for the {15 3 23} pyramid). In the case of InAs/GaAs
it is between 3.9% (for {111} pyramid) and 5.6% (for the
experimental pyramid “Pyr”).

These values are the range of variation of F to be
expected on the trend reported in Sec. III B. In experiments
the distribution of intermixed islands observed is typically
nonhomogeneous [8,44,59,60], but it has been proven that the
three-dimensional concentration profile obtained is the one
minimizing the elastic energy [23,61,62].

Reference [62] reports the degree of extra relaxation
guaranteed by the nonhomogeneous distribution for the {105}
pyramid, dome, and barn of Ge/Si(001). Using these data we
can estimate the maximum deviation of F expected for this
system when a nonhomogeneous profile is present.

FIG. 5. (Color online) Deviation of the F factor from al-
loying for selected islands on (a) GexSi1−x/Si(001) and (b)
InxGa1−xAs/GaAs(001). Panel (c) shows the expected F factors in
case of nonhomogeneous intermixing for islands of Ge/Si that have
been analyzed in literature (see discussion in Sec. III D).

By calling

ρnonhomo

ρhomo
= χ < 1.0 (10)

we can get

−Fnonhomo[%] = −Fhomo[%] · χ + 100 · (χ − 1) (11)

Figure 5(c) reports the trends with the corresponding values
of χ deduced from Ref. [62]. The vertical arrows correspond
to the maximum range of the F determined in panel (a) of
the same figure. The horizontal arrows show the expected
maximum deviation for a nonhomogeneous intermixing. The
deviation is larger for higher relaxation (modulus of F): ≈2%
for pyramids, ≈8% for dome, and ≈10% for barns. These are
the maximum corrections to be taken to the trend of Sec. III B,
but it must be kept in mind that it decreases when average
concentrations of �70% Ge are considered [62].
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FIG. 6. (Color online) Deviation of the F factor in the presence of
a WL between the islands and the substrate. (a) Case of Ge/Si(001).
(b) Case of InAs/GaAs(001). The plots are reported as a function of
the ratio of the height of the island over the height of the WL. The
deviation is modest for the values of H(island)/H(WL) in experiments
(between 10 and 30). See Sec. III E for discussion.

To the best of our knowledge, no analysis is available in
literature for the InxGa1−x As system.

E. Wetting layer

In experiments the islands have a residual, thin WL under-
neath during their evolution. Although the observed evolution
is, at least qualitatively, compatible with simulations that
neglect this thin WL, their elastic energy can be quantitatively
altered. In this section we quantify the deviation of the elastic
energy of the islands experimentally observed when they lay
on a WL of the same concentration of various thicknesses. We
fix the concentration of the islands to 100% Ge or InAs and
the substrate is (001). In the calculations the WL is covering
the substrate completely and the same periodic boundary
conditions as the substrate are applied to its lateral borders.

We want to compare the elastic energy density of an island
on the WL with the value of the same island of the same
volume laying directly on the substrate. If we call ρTOT the
elastic energy density per unit volume of stressors (island plus
WL) and ρ ′

isl the elastic energy per unit volume of the island,
the latter is computed as [35]

ρ ′
isl = ρTOT + VWL

Visl
(ρTOT − ρWL). (12)

Figure 6 shows the deviation of the F factor of the case
with WL from the case of no WL. As expected from intuition,
the deviation is larger the smaller the island, i.e., low value
of the ratio of the height H(isl)/H(WL). Typical values of this
ratio for Ge/Si cases can be extracted from Ref. [51], where
the temperature is low enough to guarantee a low level of
intermixing so to approach the case considered here for our
analysis. By assuming the typical value of a four-monolayers
thick WL (≈0.5 nm) the ratios are ≈10 for the {105} pyramids
(typical volume of 5 × 103 nm3), ≈25 for the domes (typical
volume of 20 × 103 nm3), and ≈30 for the barns (typical
volume of 30 × 103 nm3). By extrapolation we can get that
at these values the variation is within 1%. For experiments at
higher temperatures, the islands will be intermixed and have
larger volumes, leading to an even smaller deviation.

The volumes for the InAs/GaAs can be taken from
Ref. [15]. The ratio of the heights is ≈8 for the pyramid
(typical volume of 7 × 102 nm3) and ≈27 for the domes
(typical volume of 7 × 103 nm3, with facets steeper than the
Ge/Si case). No values could be found for the {111} pyramid.
Also in this case the difference is negligible by extrapolation.

IV. CONCLUSIONS

In this work we have analyzed the elastic energy of a
variety of islands’ shapes systematically. Our aim was to
extract an interpolating function in order to infer the elastic
energy from the morphology of the islands. Our analysis has
shown the limitations of the AR as a proper descriptor for this
purpose and has led to the identification of a more accurate
parameter (DAES). This choice has allowed to interpolate
the data with a polynomial function. This function (and its
deviations analyzed) can have both a theoretical and a practical
valence.

From the practical point of view, it can be used to have
an estimation of the relaxation factor F of islands observed
experimentally. The inclinations (normals to the facets) needed
to compute the DAES can be extracted from experiments by
using the method of the facet plot [63] and inserted in SOWOS

[43] to replicate the geometry.
In this way the DAES and the geometrical factors β are

deduced. From the DAES and our interpolation in Eq. (9),
the value of F can be extracted. From the β and Eq. (4),
the energetic curve can be plotted (if the surface energies γ

are known or estimated) for different shapes, so to predict
the equilibrium morphologies to be expected among some
possibilities.

From a merely theoretical perspective, the obtained trend
could serve as a benchmark for future predictive theories of
strain relaxation in complex morphologies.
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