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Electronic nematic phase transition in the presence of anisotropy
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We study the phase diagram of electronic nematic instability in the presence of xy anisotropy. While a
second-order transition cannot occur in this case, mean-field theory predicts that a first-order transition occurs
near Van Hove filling and its phase boundary forms a wing structure, which we term a Griffiths wing, referring to
his original work of He3-He4 mixtures. When crossing the wing, the anisotropy of the electronic system exhibits
a discontinuous change, leading to a metanematic transition, i.e., the analog to a metamagnetic transition in
a magnetic system. The upper edge of the wing corresponds to a critical end line. It shows a nonmonotonic
temperature dependence as a function of the external anisotropy and vanishes at a quantum critical end point for
a strong anisotropy. The mean-field phase diagram is found to be very sensitive to fluctuations of the nematic
order parameter, yielding a topologically different phase diagram. The Griffiths wing is broken into two pieces.
A tiny wing appears close to zero anisotropy and the other is realized for a strong anisotropy. Consequently
three quantum critical end points are realized. We discuss that these results can be related to various materials
including a cold atom system.
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I. INTRODUCTION

Nematic liquid crystals are well known. Rodlike molecules
flow like a liquid, but are always oriented to a certain direction
in the nematic phase. This state is characterized by breaking
of the orientational symmetry, retaining the other symmetries
of the system. Electrons are point particles, not molecules.
Nevertheless electronic analogs of the nematic liquid crystals
were observed in a number of interacting electron systems:
Two-dimensional electron gases [1,2], high-temperature su-
perconductors of cuprates [3,4] and pnictides [5], the bilayer
strontium ruthenate Sr3Ru2O7 [6], and an actinide material
URu2Si2 [7].

The electronic nematic order couples directly to an external
anisotropy, which is thus expected to play a crucial role in a
system exhibiting nematicity. The external anisotropy can be
controlled by applying a uniaxial pressure, (epitaxial) strain,
and sometimes by a crystal structure due to orthorhombicity.
While it is generally not easy to quantify how much anisotropy
is imposed on a sample, the anisotropy was calibrated recently
by exploiting the piezoelectric effect [8]. A nematic suscepti-
bility was then extracted and its divergence was demonstrated
near a nematic critical point.

Encouraged by the experimental progress to control the
external anisotropy, we study a role of the external anisotropy
for the electronic nematic instability. This fundamental issue
has not been well addressed even in mean-field theory. In
particular, we focus on the nematicity associated with a d-wave
Pomeranchuk instability (dPI) [9,10]. In a mean-field theory in
the absence of anisotropy [11,12], the dPI occurs around Van
Hove filling with a dome-shaped transition line. The transition
is of second order at high temperatures and changes to first
order at low temperatures. The end points of the second-order
line are tricritical points.

The presence of a tricritical point (TCP) implies a wing
structure when a conjugate field to the corresponding order
parameter is applied to the system. This insight originates from
the study of He3-He4 mixtures by Griffiths [13]. However,
the conjugate field to the superfluid order parameter is not

accessible in experiments. The wing structure predicted by
Griffiths, which we term the Griffiths wing, was not tested for
He3-He4 mixtures.

It was found that itinerant ferromagnetism occurs gener-
ally via a first-order transition at low temperatures and a
second-order one at high temperatures [14]. The end point
of the second-order line is a TCP. The order parameter is
magnetization and its conjugate field is a magnetic field in
that case. Similar to Griffiths’s work [13], a wing structure
emerges from the first-order transition line and extends to
the side of a finite magnetic field. When crossing the wing,
the system exhibits a jump of the magnetization, leading to
a metamagnetic transition. Recently, the Griffiths wings were
clearly observed in ferromagnetic metals such as UGe2 [15]
and UCoAl [16].

Given that TCPs are present in a mean-field phase diagram
of the dPI [11,12], we may expect Griffiths wings also in
an electronic nematic phase transition. Motivated by such
insight, we explore possible Griffiths wings by studying a
low-energy effective model of the dPI. A conjugate field
to the nematic order parameter is xy anisotropy, which is
accessible in experiments. By applying the anisotropy, we
obtain a wing structure. However, in contrast to previous
studies [13,14], the Griffiths wing exhibits a nonmonotonic
temperature dependence. Furthermore we find that the wing
structure is very sensitive to fluctuations of the order parameter,
leading to a phase diagram topologically different from the
mean-field result. These results can be related to various
materials including a cold atom system.

II. MODEL

We study electronic nematicity associated with the dPI in
the presence of xy anisotropy. Our minimal model reads

H=
∑
k,σ

(
ε0

k−μ
)
c
†
kσ ckσ − 1

2N

∑
q

g(q)nd (q)nd (−q)−μdnd (0),

(1)
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where c
†
kσ (ckσ ) is the creation (annihilation) operator of

electrons with momentum k and spin σ , μ is the chemical
potential, and N is the number of sites. The kinetic energy ε0

k
is given by a usual tight-binding dispersion on a square lattice,

ε0
k = −2t(cos kx + cos ky) − 4t ′ cos kx cos ky. (2)

The interaction term describes a d-wave weighted density-
density interaction; nd (q) = ∑

k,σ dkc
†
k−(q/2)σ ck+(q/2)σ with a

d-wave form factor such as dk = cos kx − cos ky . The coupling
strength g(q) has a peak at q = 0, that is, forward scattering
dominates. This interaction drives a dPI at low temperatures
as already studied in literature [11,12,17]. A crucial aspect
of the present study lies in the third term in Eq. (1). This
term is expressed as −μd

∑
k,σ (cos kx − cos ky)c†kσ ckσ and

imposes an anisotropy of the nearest-neighbor hopping integral
t between the x and y directions

tx = t(1 + μd/2t), ty = t(1 − μd/2t). (3)

A value of μd is controlled by applying a uniaxial pressure and
a strain, and also by an orthorhombic crystal structure. μd may
be interpreted as the d-wave chemical potential in the sense
that it couples to the d-wave weighted charge density. Since
the order parameter of the dPI is proportional to nd (0), μd is
a conjugate field to that and plays an essential role to generate
a Griffiths wing associated with the dPI.

The interaction term in Eq. (1) is obtained in microscopic
models such as the t-J [9,18–20], Hubbard [10,21–25], and
general models with central forces [26], and also from dipole-
dipole interaction [27]. In fact those models exhibit a strong
tendency toward the dPI at the low-energy scale, especially
when the Fermi surface is close to saddle points around
(π,0) and (0,π ) where the d-wave form factor is enhanced.
There can occur a competition with other instabilities such
as superconductivity and magnetism in microscopic models,
but Hamiltonian (1) does not contain interactions other than
the dPI. Hence our model is regarded as a low-energy
effective model of the dPI and considers a situation where the
nematic tendency becomes dominant over the other ordering
tendencies in realistic models; competing features among
different instabilities are thus beyond the scope of the present
study. Focusing on the nematic physics, we then wish to clarify
the role of anisotropy in a rather general setup, independent
of microscopic details. Although the interaction term might
gain an anisotropic term especially for a large value of μd , we
believe that the conceptional basis of Griffiths wings associated
with nematicity is captured by Hamiltonian (1).

Hamiltonian (1) with μd = 0, namely without anisotropy,
was already studied in mean-field theory [11,12]. It was found
[12] that the mean-field phase diagram of the dPI is determined
by a single energy scale. As a result, there exist various
universal ratios characterizing the phase diagram, which nicely
capture experimental observations in Sr3Ru2O7 [28,29]. The
presence of momentum transfer q in the second term in
Eq. (1) allows fluctuations around the mean-field solution.
In an isotropic case (μd = 0), it was shown that nematic
order-parameter fluctuations change a first-order transition
obtained in a mean-field theory into a continuous one when the
fluctuations become sufficiently strong [30]; further stronger
fluctuations can even destroy completely the nematic insta-

bility [31]. Nematic fluctuations close to a nematic quantum
critical point lead to non-Fermi-liquid behavior [17,32,33].
It was also found that thermal nematic fluctuations near a
nematic phase transition lead to a pronounced broadening of
the quasiparticle peak with a strong momentum dependence
characterized by the form factor d2

k , leading to a Fermi-arc-like
feature [34]. A role of xy anisotropy (μd �= 0) was studied in
the context of its strong enhancement due to the underling
nematic correlations [9,23–25]. This feature was discussed
to explain the strong anisotropy of magnetic excitation spectra
[35–39] and the Nernst coefficient [40,41] in high-temperature
superconductors. Except for these studies, a role of xy

anisotropy in the nematic physics is poorly understood even
in mean-field theory. This issue is addressed in terms of
our Hamiltonian (1) including the effect of fluctuations on
mean-field results.

We consider a phase diagram in the three-dimensional space
spanned by μ, μd , and temperature T . The phase diagram is
symmetric with respect to the axis of μd = 0 and is almost
symmetric with respect to the axis of μ = 0 as long as t ′ is
small. Hence we focus on the region of μ > 0 and μd > 0
by taking t ′ = 0. Since our conclusions do not depend on the
magnitude of the interaction strength, we take g = g(0) = 1t

in our numerical calculations. Considering previous studies
in He3-He4 mixtures [13] and ferromagnetic systems [14],
we may expect a wing structure emerging from a first-order
transition of the dPI by applying the field μd . The upper edge
of the wing is a critical end line (CEL), which is determined
by the condition

∂ω

∂φ
= ∂2ω

∂φ2
= ∂3ω

∂φ3
= 0, (4)

where ω is the Gibbs free energy per lattice site and φ is the
order parameter of the dPI. Below, all quantities of dimension
of energy are presented in units of t .

III. MEAN-FIELD ANALYSIS

We first study Hamiltonian (1) in a mean-field theory.
The interaction term is decoupled by introducing the order
parameter

φ = gnd (0)/N, (5)

where g = g(0) > 0. The mean-field Hamiltonian then reads

HMF =
∑
k,σ

ξkc
†
kσ ckσ + N

2g
φ2, (6)

with the renormalized band

ξk = ε0
k − μ − (φ + μd )dk. (7)

Obviously the conjugate field μd breaks xy symmetry and
plays the same role as the order parameter φ. It is straightfor-
ward to obtain the free energy

ω(φ) = −2T

N

∑
k

ln(1 + e−ξk/T ) + 1

2g
φ2 (8)

and we solve Eq. (4) numerically.
Figure 1(a) is a schematic mean-field phase diagram. At

zero anisotropy (μd = 0) the dPI occurs via a first-order
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FIG. 1. (Color online) Mean-field re-
sults. (a) Schematic phase diagram in the
space spanned by μ, μd , and T . At μd = 0
the dPI occurs around Van Hove filling,
from which μ is measured. The transition
is of second order at high T (solid line) and
of first order at low T (double line). The
solid circle denotes the TCP. The BI state
is realized in the striped region. The wing
(colored in orange) stands almost vertically
on the plane of μ and μd close to Van Hove
filling and vanishes at the QCEP1; the index
1 implies that the system is almost one
dimensional. The upper edge of the wing
(solid line) is a CEL. (b) Temperature of
the CEL (TCEL) as a function of μd ; The
wing is projected on the plane of μd and T .
The electron density at TCEL is also plotted.
(c) Jump of the nematic order parameter
across the wing at T = 0.001.

transition at low T as already found in previous studies [11,12].
With increasing μ, the band is eventually filled up and the band
insulating (BI) state is realized in the striped region. Its phase
boundary is given by μ = 4t for μd < 2 and μ = 2μd for
μd > 2 [42]. A wing emerges from the first-order line and
extends to a region of a finite μd . The wing stands nearly
vertically on the plane of μd and μ plane, and evolves close
to Van Hove filling on that plane. To see the wing structure
more closely, we project the CEL on the plane of μd and T

in Fig. 1(b). The temperature of the CEL, TCEL, is rapidly
suppressed by applying the anisotropy μd , but does not go
to zero. It recovers to form a broad peak around μd = 2 and
eventually vanishes when it touches the BI phase, leading
to a quantum critical end point (QCEP) there. In fact, the
electron density becomes two at the QCEP as seen in Fig.
1(b). When the system crosses the wing, the nematic order
parameter exhibits a jump, leading to a metanematic transition.
Such a jump, 	φ, is plotted in Fig. 1(c) along the bottom of
the wing as a function of μd . The magnitude of the jump
exhibits behavior similar to TCEL. It is interesting that 	φ

around μd = 2 becomes comparable to that at μd = 0 in spite
of the presence of a large external anisotropy.

Figure 1 can be understood in terms of the d-wave weighted
density of states, Nd (μ) = 1

N

∑
k d2

kδ(ξk). This quantity ap-

pears in the second condition in Eq. (4), i.e., ∂2ω
∂φ2 = 0, and

diverges at Van Hove filling unless the d-wave form factor
vanishes at the saddle points. One can easily check that

Eq. (4) is fulfilled close to such Van Hove filling, leading
to the Griffiths wing there. While the field μd modifies a band
structure as Eq. (3), the saddle points of the noninteracting
band dispersion remain at (π,0) and (0,π ) as long as μd < 2.
However, for μd > 2, the saddle points shift to (π,π ) and (0,0).
Around μd = 2, therefore, the band becomes very flat, yielding
a substantial enhancement of the density of states. This is the
reason why TCEL as well as 	φ exhibits a peak around μd = 2;
the peak position is slightly deviated from μd = 2 because of
the presence of a finite order parameter φ. Since the saddle
points (π,π ) and (0,0) do not contribute to Nd (μ) because
the d-wave form factor dk vanishes there, TCEL is suppressed
for μd > 2 and ultimately vanishes near the band edge. Since
μd is very large close to the QCEP1, the system is almost one
dimensional [43]. Therefore we find a remarkable property that
the Griffiths wing interpolates between a two- and (effectively)
one-dimensional system by controlling the anisotropy.

IV. EFFECT OF ORDER-PARAMETER FLUCTUATIONS

In a mean-field theory we pick up the component with
q = 0 in Hamiltonian (1) [see also Eq. (5)]. Contributions
from a finite q describe order-parameter fluctuations around
the mean-field results. We address such fluctuation effects
on the mean-field phase diagram. Since the Griffiths wing
is realized near the Van Hove singularity, a usual polynomial
expansion of the order-parameter potential [44] is not valid
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there. To circumvent such a problem, we employ a functional
renormalization-group (fRG) scheme [45]. This scheme allows
us to analyze fluctuations without any expansion of the
potential [46] and was successfully applied to studies of
fluctuation effects of the dPI in an isotropic case (μd = 0)
[30,31].

We use a path-integral formalism and follow a usual
procedure to derive an order-parameter action [44]. That is,
we first decouple the fermionic interaction in Eq. (1) by
introducing a Hubbard-Stratonovich field associated with the
fluctuating order parameter of the dPI and then integrate
fermionic degrees of freedom. Because we are interested
in low-energy, long-wavelength fluctuations of the dPI, we
retain the leading momentum and frequency dependencies
of the two-point function and neglect such dependencies in
high-order vertex functions. The resulting order-parameter
action becomes

S[φ] = 1

2

∑′

q

[
φq

(
A0

|ωn|
|q| + Z0q2

)
φ−q

]
+ U[φ], (9)

where φq with q = (q,ωn) denotes the momentum repre-
sentation of the order-parameter field φ and ωn = 2πnT

with integer n denotes the bosonic Matsubara frequencies.
The approximation scheme of our action (9) corresponds
to the next-leading order of derivative expansion. Hence
the momenta and frequencies contributing to the action
S[φ] should be restricted by the cutoff �0 to the region
A0|ωn|
Z0|q| + q2 � �2

0, as emphasized by adding the prime in the
summation in Eq. (9). In the fermionic representation, �0

may be related to the maximal momentum transfer allowed
by the interaction in the second term in Hamiltonian (1). If
�0 is set to be zero, the action (9) reproduces the mean-
field theory. Physically, therefore, the value of �0 controls
the strength of order-parameter fluctuations. The effective
potential U[φ] is given by U[φ] = ∫ 1/T

0 dτ
∫

d2r U [φ(r,τ )],
where U (φ) is equal to the mean-field potential [Eq. (8)] and
we do not expand it in powers of φ, in contrast to the usual
case [44].

We carry out calculations in the one-particle irreducible
scheme of the fRG by computing the flow of the effective
action �[φ] in the presence of an infrared cutoff � [45,47].
In this scheme �[φ] interpolates between the bare action S[φ]
[Eq. (9)] at the ultraviolet cutoff �UV and the thermodynamic
potential ω(φ) in the limit of � → 0. Its evolution is given by
the functional exact flow equation [46],

∂��[φ] = 1

2
tr

∂�R�

�
2 [φ] + R�

, (10)

where R� is a regulator and �
2 [φ] = δ2�[φ]/δφ2. We

choose a Litim-type regulator [48] used in previous works
[30,31]: R� = [Z(�2 − q2) − A

|ωn|
|q| ]θ (Z(�2 − q2) − A

|ωn|
|q| ).

A form of �[φ] is highly complicated and we parametrize it
as

�[φ] = 1

2

∑′

q

[
φq

(
A� |ωn|

|q| + Z�q2

)
φ−q

]
+U�[φ], (11)

the same functional form as Eq. (9). We allow flows of Z�

and U�, but discard the flow of A�, which is of minor

importance [49] and is assumed to be A� = A0. Inserting
Eq. (11) into Eq. (10) and evaluating the resulting equations
for uniform fields, we obtain the flow equations of Z�

and U�; their derivations contain technical details and thus
are left to the Appendix. By solving these flow equations
numerically by reducing � from �UV to zero, we can
determine the thermodynamic potential ω(φ), which carries
over the effect of nematic order-parameter fluctuations. To
determine the Griffiths wing, we then search for a solution of
Eq. (4) in the three-dimensional space spanned by μ, μd ,
and T . All these computations are performed numerically
and require highly accurate numerics, otherwise higher-order
derivatives of the free energy, which are contained in Eq.
(4), would not become smooth enough to conclude a phase
diagram.

Figure 2(a) is a schematic phase diagram in the presence of
order-parameter fluctuations. The dPI phase diagram at zero
anisotropy is slightly suppressed by fluctuations, but retains
essentially the same features as the mean-field result. Applying
the anisotropy μd , the CEL is rapidly suppressed, leading to a
tiny wing terminating at a QCEP2. We then have a crossover
region depicted by the dashed line. The order parameter of the
dPI shows a rapid change, but without a jump, by crossing
the dashed line. With further increasing μd , another wing
emerges with two QCEPs. While the Griffiths wing is broken
up into two separate pieces by fluctuations, the two wings
are connected via a crossover line [dashed line in Fig. 2(a)]
as reminiscence of a single Griffiths wing in the absence of
fluctuations [Fig. 1(a)].

These results may be understood as originating from a
unique feature of the mean-field result, namely the suppression
of TCEL in an intermediate region of μd in Fig. 1(b). Given
that φ enters the renormalized dispersion Eq. (7), it is
easily expected that fluctuations of φ blur the Van Hove
singularity and yield the suppression of the density of states.
Consequently, relatively low TCEL obtained in the mean-field
theory is easily suppressed to become zero, leading to the
breaking of the Griffiths wing.

In Figs. 2(b) and 2(c) two Griffiths wings are projected on
the plane of μd and T . The results are shown for several
choices of the cutoff �0, which controls the strength of
fluctuations as introduced in Eq. (9); a larger �0 means
stronger fluctuations. When �0 becomes larger, the CELs are
suppressed more as expected. This suppression is, however,
quite remarkable. To quantify the suppression, we consider the
critical external anisotropy, 	tc/t = tx−ty

tx+ty
= μd/2t , to obtain

a QCEP. We plot 	tc/t in Fig. 2(d) as a function of the
ratio of the tricritical temperature and its mean-field value
(TTCP/T MF

TCP) as the strength of fluctuations. We see that when
TTCP is suppressed by fluctuations, for example, by half, a very
small anisotropy (	tc/t ≈ 0.01) is sufficient to yield a QCEP.
Furthermore the strength of fluctuations to realize the QCEP is
weak in the sense that the dPI phase diagram at μd = 0 is still
well captured by mean-field theory. Therefore we conclude
that the Griffiths wing is very sensitive to fluctuations and the
QCEP2 can be reached with a weak anisotropy even though
the transition is of first order at zero anisotropy. This is sharply
different from the mean-field result [Fig. 1(a)] where a QCEP
can be reached with a very strong anisotropy, i.e., 	tc/t ≈ 1.2
for TTCP/T MF

TCP = 1.
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FIG. 2. (Color online) Results in the
presence of weak nematic order-parameter
fluctuations. (a) Schematic phase diagram.
The dPI phase is slightly suppressed by
fluctuations. The wing obtained in Fig. 1(a)
is broken into two pieces: one tiny wing
close to μd = 0 and the other wing
for a large μd . The indices of QCEP2

and QCEP1′ imply that the system can
be regarded to be two- and quasi-one-
dimensional, respectively, at the QCEP. The
dashed line corresponds to a crossover. The
BI phase is assumed to be the same as
the mean-field result. (b),(c) The wings are
projected on the plane of μd and T for
several choices of the cutoff �0. (d) The
critical anisotropy of the hopping integral
to obtain the QCEP2 as a function of the
ratio of the tricritical temperature and its
mean-field value.

V. DISCUSSIONS

Usually mean-field theory is powerful to discuss actual ma-
terials at least about qualitative features. However, the Griffiths
wing turns out to be sensitive even to weak fluctuations, leading
to the phase diagram (Fig. 2) qualitatively different from the
mean-field phase diagram (Fig. 1). Since we may always have
at least weak fluctuations of the order parameter in actual
materials, Fig. 2 is expected to be more realistic than Fig. 1.
Hence we bear Fig. 2 in mind and discuss relevance to various
systems as well as theoretical implications for future studies.

Cuprates. Neutron-scattering experiments showed that the
magnetic excitation spectrum becomes anisotropic in momen-
tum space. The anisotropy observed in YBa2Cu3O6.85 and
YBa2Cu3O6.6 [35,36] is relatively weak and is well captured
in terms of competition of the tendency toward the dPI
and pairing correlations [38]. For YBa2Cu3O6.45, however,
Ref. [37] reported a very strong anisotropy, which could not
be interpreted in the same theory as Ref. [38]. Instead two
different theories were proposed: one invoking the presence of
a nematic quantum critical point [50] and the other invoking
a dominant nematic tendency over the pairing tendency [39].
The point is that the observed anisotropy seems to suddenly
change by crossing the oxygen concentration around 6.45.

Microscopic models of cuprates such as the t-J and
Hubbard models exhibit the dPI tendency as shown by various
approximation schemes: slave-boson mean-field theory [9],
exact diagonalization [18], variational Monte Carlo [19], a

large-N expansion [20], dynamical mean-field theory for
clusters [23,24], and dynamical cluster quantum Monte Carlo
approximation [25]. Furthermore our low-energy effective
interaction [the second term in Eq. (1)] can be obtained
from those microscopic models [9,10,21]; for example, our
interaction term is given by g(q) = 3J/8 at a bare level in the
t-J model. In fact, the t-J model [9,19,20] exhibits a nematic
tendency very similar to the present results (Figs. 1 and 2 for
μd = 0): the nematicity in the t-J model is strongly enhanced
upon approaching half filling, which corresponds to Van Hove
filling of the spinon dispersion in the slave-boson mean-field
theory [51]. Although the microscopic models for cuprates
contain interactions other than the nematic channel, our model
assumes a situation where the nematic tendency becomes
dominant over other tendencies. This situation actually occurs
in a region around oxygen concentration 6.45 in Y-based
cuprates. Hence we expect that the present low-energy theory
can give some insight into the nematicity observed in cuprates.

Superconducting samples of Y-based cuprates have an
intrinsic xy anisotropy coming from the CuO chain structure
and its anisotropy is estimated around μd = 0.03–0.04 [38].
Hence Y-based cuprates are located along the axis of a small
μd in Fig. 2(a); the density at μ = 0 in that figure corresponds
to half filling in cuprates. With decreasing μ (hole picture),
namely decreasing the oxygen concentration, the system can
cross the tiny wing or pass close to the QCEP2, which
may explain a sudden change of the anisotropy observed
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in the magnetic excitation spectrum [37]. In this context, it
is interesting to explore a possibility that the presence of a
nematic quantum critical point assumed in previous studies
[50,52] is connected with the QCEP2.

In reality, antiferromagnetic Mott insulators are realized at
half filling in cuprates. Strong correlation effects associated
with the Mott transition will then yield an enhancement
of the density of states upon approaching the half filling,
which contributes to an enhancement of the nematic tendency
[9,19,20,23–25]. Because of these additional features in
cuprates, it may be thoughtful to emphasize the proximity
to the Mott insulator, rather than the Van Hove singularity of
the spinon dispersion [51], as an important factor to discuss
the nematicity upon approaching half filling [37,53]. In fact,
Van Hove filling in cuprates is usually emphasized in a heavily
overdoped region [54]. Theoretical studies of the t-J model
[9,20] predict a nematic instability also around such Van Hove
filling and thus a Griffiths wing is expected there by applying
xy anisotropy. The heavily overdoped region in cuprates,
however, is not studied much experimentally.

Ruthenates. The strontium ruthenate Sr3Ru2O7 exhibits an
electronic nematic instability around a magnetic field 8 T [6].
The band structure calculations show six Fermi surfaces at
zero magnetic field [55,56]. There is a two-dimensional Fermi
surface very close to the momenta (π,0) and (0,π ), which
contribute to the large density of states near the Fermi energy.
Hence focusing on such a two-dimensional band near Van
Hove filling, the nematic instability in Sr3Ru2O7 is frequently
discussed in terms of a one-band model. The interaction term
in Hamiltonian (1) is employed in various theoretical studies
for Sr3Ru2O7 [57–63]. In spite of such a simple model, it turns
out that the model captures major aspects of the experimental
phase diagram except for a slope of the first-order transition
[28,64]. Although the Zeeman field is not considered in the
present theory, it simply splits the Fermi surfaces of the spin-up
and spin-down band and then tunes the Fermi surface of either
spin closer to Van Hove filling, a very similar role to the
chemical potential. In fact, explicit calculations including the
Zeeman field confirm this consideration [28,29,57,64]. Hence
we interpret the chemical potential μ in Fig. 2(a) as a magnetic
field h in Sr3Ru2O7; μ = 0 in our figure may correspond to
h = 7.95 T in that material and our phase boundaries of the dPI
at T = 0 correspond to h = 7.85 and 8.1 T. Since Sr3Ru2O7

has a tetragonal structure, the system is located along the axis
of μd = 0 in our phase diagram. Therefore, on the basis of
the present study (Fig. 2), we expect an emergence of a tiny
Griffiths wing close to μd = 0 by applying a strain along the
x or y direction in Sr3Ru2O7 [65]. If the system gains an
anisotropy of in-plane lattice constants by x%, the anisotropy
of t is expected around 3.5x% when hybridization between
the Ru d and O p states is a major contribution to t [66]. Since
a required anisotropy of t to reach a QCEP can become very
small [see Fig. 2(d)], not only the rapid drop of the CEL, but
also the QCEP can be observed in experiments.

There are other theories for Sr3Ru2O7, focusing on a meta-
magnetic transition [67,68], occupation differences between
dyz and dzx orbitals [69,70], and inhomogeneous magnetic
phases [71]. Although these studies propose a mechanism
different from the electronic nematic instability, Van Hove
singularities play an important role also in those theories. The

proximity to the Van Hove singularity is directly observed by
angle-resolved photoemission spectroscopy [72] and is thus
likely a key factor to discuss Sr3Ru2O7.

Quasi-one-dimensional metals. We have revealed that
the Griffiths wing interpolates between a two- and one-
dimensional system. In fact, a piece of the broken Griffiths
wings is realized also for a strong anisotropy in Figs. 2(a)
and 2(c). Such a strong anisotropy is intrinsically realized in
quasi-one-dimensional metals. In this case, when the system is
located close to Van Hove filling, our theory predicts that the
anisotropy of the electronic system can change dramatically by
controlling a uniaxial pressure or carrier density. Although we
are not aware of experiments discussing such a phenomenon,
there are theoretical works reporting it in a different context
[73] and their metanematic transition can be interpreted as
originating from a Griffiths wing. Since theoretically various
microscopic interactions can generate an attractive interaction
of the dPI [9,10,21,26,27] and experimentally xy anisotropy
of physical quantities in an already strongly anisotropic system
was not likely recognized as something related to nematicity
in the past, we may reasonably wait for further experiments.

Cold atom systems. Each condensed-matter system is
characterized by a certain value of μd , which is determined by
an intrinsic property of the material such as a crystal structure
and thus cannot be changed much externally. However, μd is
fully tunable for optical lattices in a cold atom system [73,74]
by changing the strength of laser beams between the x and
y direction. One may employ cold fermions with a large
dipolar moment and align the dipole along the z direction.
Dipolar interaction then yields a repulsive interaction between
fermions, which leads to an attractive interaction of the dPI,
i.e., the second term in Eq. (1) [21,27]. A Griffiths wing is then
expected near Van Hove filling at temperatures well below
the Fermi energy [Fig. 2(a)]. Such low temperatures are now
accessible in experiments [75].

Iron-based superconductors. There are intensive discus-
sions about orthorhombicity and nematicity [5,76] in terms of
spin [77], orbital [78,79], and both [80] degrees of freedom.
However, the nematic transition in iron-based superconductors
usually occurs through a continuous phase transition and there
is not evidence of a TCP associated with a nematic transition.
Hence the present theory may not be applicable to iron-based
superconductors.

Anomalous ground state. Our obtained results (Fig. 2)
contain interesting insights into electronic nematicity and will
likely promote further theoretical studies. A non-Fermi-liquid
ground state is stabilized at a quantum critical point of the dPI
[17,32,33]. It is plausible to expect an anomalous ground state
also at a QCEP of the dPI. In an intermediate region between
the QCEP2 and QCEP1′ , the dashed line in Fig. 2(a), quantum
fluctuations completely wash out the wing even close to Van
Hove filling. If the system remains a Fermi liquid there, the
density of states would diverge at Van Hove filling. We would
then expect a Griffiths wing there because our Hamiltonian
(1) has an attractive interaction of the dPI. However, we
have obtained a crossover around the dashed line in Fig. 2(a).
This consideration hints a possible non-Fermi-liquid ground
state at Van Hove filling; the same conclusion was obtained
also by Dzyaloshinskii in a different context [81]. Therefore
xy anisotropy can lead to an anomalous ground state in a

195121-6



ELECTRONIC NEMATIC PHASE TRANSITION IN THE . . . PHYSICAL REVIEW B 91, 195121 (2015)

wide parameter space spanned by μ and μd , even though the
quantum phase transition is a first order at zero anisotropy.

VI. CONCLUSIONS

Electronic nematic order couples directly to xy anisotropy.
The anisotropy can be controlled by applying a uniaxial
pressure and a strain. Moreover, actual materials often con-
tain intrinsic anisotropy due to a crystal structure such as
orthorhombicity. The present theory addresses such a situation
in a rather general setup by including the d-wave chemical
potential μd in a low-energy effective Hamiltonian of an
electronic nematic instability [see Eq. (1)]. Although the
nematic physics is frequently discussed in a two-dimensional
system, the present theory shows that the nematic physics is
important also in an anisotropic system. We have shown that
the Griffiths wing associated with the nematicity interpolates
between a two- and (nearly) one-dimensional system by
changing the anisotropy (Figs. 1 and 2). In fact, a recent
theoretical work [73] reports a metanematic phenomenon in an
anisotropic system, which can be interpreted as coming from
the Griffiths wing. The Griffiths wing of the nematicity is found
to be quite unique in the sense that it exhibits a nonmonotonic
temperature dependence (Fig. 1), in sharp contrast to the cases
of He3-He4 mixtures [13] and ferromagnetic systems [14–16].
The Griffiths wing turns out to be very sensitive to nematic
order-parameter fluctuations, leading to a phase diagram
(Fig. 2) topologically different from the mean-field phase
diagram: a QCEP close to zero anisotropy, a crossover region,
and a broken Griffiths wing terminated with two QCEPs in a
strong anisotropy. This suggests that even if fluctuations are
relatively weak in the sense that the phase diagram is still well
captured by mean-field theory at zero anisotropy, fluctuation
effects can be dramatic once xy anisotropy is introduced.
Hence the effect of fluctuations is definitely important to the
Griffiths wing. Given that order-parameter fluctuations are
present to a greater or lesser extent in actual materials, our
Fig. 2 is expected to be more realistic than Fig. 1. Not only at

three QCEPs, but also in the crossover region, the ground state
may feature non-Fermi-liquid behavior. This possibility is very
interesting since a non-Fermi-liquid state can extend in a wide
parameter space at zero temperature. We hope that the present
theory serves as a fundamental basis of the nematic physics
in various materials such as high-Tc cuprates, double-layered
ruthenates, quasi-one-dimensional metals, and cold atoms, and
will promote further theoretical studies.
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APPENDIX

In this Appendix we present technical details of our fRG
framework.

Our formalism of the fRG partly overlaps with previous
works [30,31], which studied how nematic fluctuations change
the mean-field phase diagram for μd = 0. Compared with
previous calculations [30,31], we did the following extension:
(i) Introduction of two cutoffs, one is the physical cutoff �0

which gives the upper cutoff to the summation in Eq. (9) as
emphasized by adding the prime to the symbol �, and the other
is the ultraviolet cutoff �UV which is in principle infinite.
In the previous formalism [30,31] �UV was assumed to be
identical to �0. (ii) No additional approximations to compute
the right-hand side of flow equations, that is, we take account of
quantum fluctuations in the anomalous dimension η = − ∂lnZ

∂ln�
,

the contribution from the term ∂Z
∂�

, and an additional term
coming from the momentum derivative of the regular for the
flow of Z.

The resulting flow equations become different from those
in Refs. [30] and [31]:

�∂�U (φ) = T

4π

1

1 + U ′′
Z�2

{
2 − η

2

[
�̂2 + 2

nmax∑
n=1

(
q̂2

2 − q̂2
1

)] + η

4�2

[
�̂4 + 2

nmax∑
n=1

(
q̂4

2 − q̂4
1

)]}
, (A1)

�∂�Z = −ηZ, (A2)

and

η =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

T

4π

(U ′′′)2

Z3�6(1 + U ′′
Z�2 )4

[
�2 + 3

nmax∑
n=1

(q̂2
2 − q̂2

1 )

]

1 + T

8π

(U ′′′)2

Z3�6(1 + U ′′
Z�2 )4

nmax∑
n=1

(q̂2
2 − q̂2

1 )

[
4 − 3

�2
(q̂2

2 + q̂2
1 )

] for � � �0,

0 for � > �0.

(A3)

η is evaluated at a position where U (φ) has the global minimum; U ′′(U ′′′) denotes the second (third) derivative with respect to
φ; nmax is the maximum Matsubara frequency contributing to the flow equations and is given by nmax = [ Z�̂3

3π
√

3A0T
]; q̂1(>0) and

q̂2(�q̂1) are real roots of the equation

q3 − �̂2q + A0

Z
|ωn| = 0; (A4)
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and

�̂ =
{
� for � � �0,

�0 for � > �0.
(A5)

We solve the differential equations (A1) and (A2) numeri-
cally by reducing � from �UV to zero; the initial condition is
given by the bare action Eq. (9). Since we cannot set �UV = ∞
numerically, we first did calculations for various choices of

large �UV and checked that our conclusions do not depend
on the value of �UV(��0). In addition, our conclusions also
do not depend on a precise choice of A0 and Z0. We took
�UV = �0, A0 = 1, and Z0 = 10 in Fig. 2.
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