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Enhanced superconductivity at the interface of W/Sr,RuQ, point contacts
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Differential resistance measurements are conducted for point contacts (PCs) between the Sr,RuO, (SRO)
single crystal and the tungsten tip approaching along the ¢ axis direction of the crystal. Since the contact is made
at liquid helium temperature and the tungsten tip is hard enough to penetrate through the surface layer, consistent
superconducting features are observed. First, with the tip pushed towards the crystal, the zero-bias conductance
peak (ZBCP) due to Andreev reflection at the normal-superconducting interface increases from 3% to more
than 20%, much larger than previously reported, and extends to temperatures higher than the bulk transition
temperature. Reproducible ZBCP within 0.2 mV may also help determine the gap value of SRO, on which no
consensus has been reached. Second, the logarithmic background can be fitted with the Altshuler-Aronov theory
of electron-electron interaction for tunneling into quasi-two-dimensional electron systems. Feasibility of such
fitting confirms that spectroscopic information such as density of states is probed, and electronic temperature
retrieved from such fitting can be important to analyze the PC spectra. Third, at bias much higher than 0.2 mV
there are conductance dips due to the critical current effect. These dips persist up to 6.2 K, possibly due to

enhanced superconductivity under uniaxial pressure.
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I. INTRODUCTION

The layered perovskite ruthenate Sr,RuO4 (SRO) has
shown evidence for spin-triplet, odd-parity superconductivity
(SC) which may be useful for topological quantum com-
putation [1-3]. The possible chiral orbital order parameter
for the two-dimensional SC is p, £ip, as suggested by
the time-reversal symmetry breaking experiments [4,5]. Such
chiral order is expected to generate edge currents, but the
expected magnetic field due to edge currents has not been
directly observed with local field imaging [6—8], though there
is indirect evidence of edge currents revealed by in-plane
tunneling spectroscopy [9,10] and point contact spectroscopy
(PCS) [11,12], both requiring assumptions to fit the conduc-
tance spectra, and the fitting parameters including the gap
value are not consistent with each other.

The surface properties of SRO are a critical factor for
field imaging with scanning quantum interference devices, as
well as for the tunneling and point contact spectroscopy. It is
known that the SRO surface can undergo reconstruction and
the intrinsic SC may not be probed [13,14], and it may even
show ferromagnetism (FM) due to lattice distortion [15]. Very
careful in situ preparation of devices is required for making
good tunnel junctions using microfabrication techniques [9].
Recently there is also a theoretical proposal that surface
disorder indeed can destroy the spontaneous currents [16].
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One way to overcome the surface layer problem is to use
a hard tip for the point contact (PC) measurement. If the tip
is hard enough, it may penetrate through the surface dead
layer and probe the SC underneath [17]. In fact, for this
reason tungsten tips have been used for PCS of heavy-fermion
superconductors [18]. A consequence of using a hard tip is
that the tip will exert some pressure on the surface which
may affect the SC [19], possibly due to local distortion of
the lattice [20,21]. It is known that for SRO a very low
uniaxial pressure of 0.2 GPa along the ¢ axis can enhance
the superconducting transition temperature (7,) of pure SRO
from 1.5 K up to 3.2 K [22,23], and recently in-plane strain
(0.23%) along the (100) direction has also been shown to
enhance 7, from 1.3 K up to 1.9 K [24]. The pressure in
the above-mentioned measurements was applied to the whole
crystal sample, while for PCs the pressure is exerted locally
on a small region of the sample. In the latter case it may be
less affected by the inhomogeneity of the applied pressure
and the sample tends less to developing cracks; thus locally
higher pressure may be reached although the absolute pressure
is not known. Here we report greatly enhanced SC observed
at the interface of the point contact junction between SRO
single crystals and the tungsten tip approaching along the ¢
axis direction.

II. METHODS

SRO single crystals are grown by the floating zone
methods and are from two different batches; details of sample
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preparation can be found in previous reports [25]. The bulk 7,
is about 1.5 K by standard resistance measurement. Sample
S1 is from the first batch and is easier to cleave and shows no
Ru inclusions. Sample S2 is from the second batch, difficult to
cleave, and contains many Ru inclusions [for optical images
of the surface and R(T) of the bulk samples, see Appendix C].
Only on the freshly cleaved surface of S1 do we observe
clear features of SC. Tungsten wire of 0.25 mm diameter
is etched to form the tip. The silicon chip with the sample
and thermometer glued on top is mounted on an attoCube
nanopositioner stack. Since the tip and sample are both fixed
to the copper housing, relative displacement between the tip
and sample is suppressed, which ensures a stable contact
and reproducible PC spectra. The housing is suspended with
springs at the bottom of a insertable probe for a Leiden
dilution fridge. With such customization, the sample position
is not at the field center of the magnet, but the field value
can be estimated with the tabled values from the magnet
manufacturer. Differential resistance (dV/dI) is measured
with standard lock-in technique, and for easy comparison with
theory, the reciprocal of dV/dI is plotted, which is close to
dI/dV when the excitation is small.

III. RESULTS AND DISCUSSIONS

At the same location, by pushing the tungsten tip towards
the SRO surface (technically it is the SRO sample moving
towards the tip), the PC resistance is reduced and the pressure
is increased (see Appendix D for reproducibility and data
acquired in other runs; see Appendix A for the model of PC
resistance). The zero-bias and zero-field resistance (Ry) is 9.3,
4.3, 3.2 Q, respectively, and the bias dependence of d1/dV is
shown in Figs. 1(a), 1(c), and 1(e), at the nominal temperature
0.35 K. SC is clearly shown by the zero-bias conductance
peak (ZBCP), a domelike feature within +0.2 mV at zero
applied field. With a 625 Oe magnetic field applied along the
c axis (H, ), SC is almost fully suppressed for the 9.3 2 PC as
shown by the conductance dip at zero bias. However, for the
4.3 Q PC, there is still a small conductance dome at 625 Oe,
suggesting that SC is not fully suppressed; i.e., SC is enhanced
with increased pressure.

Enhancement of SC is further confirmed by the temperature
dependence of dI/dV at zero field as shown in Fig. 2(b)
and Fig. 3(b), where T, is increased from the bulk value
of 1.5 K to about 2 K and 2.5 K for the 9.3 Q and 4.3 Q
PCs, respectively. This enhancement of SC is consistent with
previous susceptibility measurements on bulk SRO samples
under uniaxial pressure, where the mechanism of 7, enhance-
ment was ascribed to anisotropic lattice distortion [22,23,26],
similarly to that found in the eutectic 3 K phase [27,28].

A. Magnetoresistance

The magnetoresistance (MR) is shown in Figs. 1(b), 1(d),
and 1(f) for the three PCs [for consistency with Figs. 1(a), 1(c),
and 1(e), conductance is plotted, but MR is still used in
description]. The conductance starts to decrease quickly at
around 400 Oe, and there is clearly a hysteresis with jumps
which get sharper and more pronounced for higher PC pressure
(lower PC resistance). MR hysteresis is usually observed for
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FIG. 1. (Color online) Bias dependence of d1/dV [(a), (c), (e)]
and magnetoresistance [(b), (d), (f)] of three point contacts (PCs)
formed at the same location between the W tip and SRO single
crystal S1 at 0.35 K. The resistance at zero bias and zero field (Ry)
is 9.3, 4.3, 3.2 Q, respectively. For clarity, in (a) and (c) the d1/dV
curves at 625 Oe (green) are shifted up by 2 and 10 ms, respectively.
Arrows in (b), (d), (f) show the sweeping direction of the magnetic
field. The reproducibility of the measurements is demonstrated by
the overlapping of d1/dV curves in (a), (c), (¢) with bias ramping
in both directions. The discontinuity around +625 Oe is related to
the ramping speed of the field, and can be minimized when the field
ramping speed is reduced, while the hysteresis is the same.

ferromagnetic samples, and the observation of both features
of SC and MR hysteresis can be linked to the coexistence of
SC and ferromagnetism (FM), e.g., for SC at the interface of
oxides [29]. The question is whether the FM-like behavior can
be related to the time-reversal symmetry breaking field [6—8].

First the simple origin of vortex pinning needs to be
considered. The field value above which dI/dV starts to
decrease quickly is around 400 Oe, which is of the same
order of magnitude as the upper critical field H.;||c about
710 Oe for pure SRO crystal, but larger than the critical
field H,||c about 70 Oe (by specific-heat measurements) [30].
Increase of resistance at around 400 Oe could be due to vortices
entering the PC region and the SC fraction being reduced [21],
which would require a much enhanced H,;. Although strongly
enhanced H,; by PCs has not been reported, enhancement of
H_, due to pressure for a Nb tip was previously found [21]. For
a homogeneous vortex lattice the average distance between
vortices is ~+/®y/H, about 0.3 um at 400 Oe. Thus to
include multiple vortices the diameter of the PC should be
larger than 0.3 um. The estimation of the PC diameter with
the conventional model of the PC is tens of nanometers for
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FIG. 2. (Color online) (a) Bias dependence of d1/dV for the 9.3
€ point contact at 0.35 K with increasing H, and (b) zero-field
dI/dV with increasing 7. Curves are shifted for clarity except for
the zero-field 0.35 K curve. (c) Fitting with EEI theory in the 2D
limit for data in (a) with fitting temperature 75, = 1.0 K. (d) Fitting
for data in (b) with T = 0.35 (1.0), 0.6 (1.1), 0.8 (1.24), 1.5 (1.65),
1.6 (1.85), 1.8 (1.95), and 2.0 (2.2) K from top to bottom (7§ is
indicated in the parentheses). After being normalized by the EEI fits
with corresponding T, the curves are shown in (e) for different H,
and (f) for different 7. Curves in (a), (b), (e), and (f) are shifted for
clarity.

PC resistance about 10 €2, but if the model of distributed
smaller PC junctions [21,31] is considered, then the area of
the footprint can be much larger than the actual contact area
within the footprint. Possibly related, a vortex droplet formed
within a confined superconductor region can show discrete
jumps of magnetization, which is associated with metastable
vortex droplet and fission of vortices [32]. However, there is
still some subtle difference; e.g., here for one ramping direction
the MR jumps were found on both sides regarding zero field,
but in the droplet case the magnetization jumps only appear
on one side. We also note that such large hysteresis was not
observed previously in PC measurements, so although vortex
pinning seems to be possible, it still needs to be confirmed.
Besides conventional pinning, intrinsic pinning due to the
chiral domain wall for SRO has been previously investi-
gated [33], but it seems unlikely to reach 400 Oe. Note
that hysteresis for threshold current was found by Kambara
et al. [34] in narrowed eutectic SRO bridges with Ru lamellae,
where the assumption is that there is a domain wall (DW)
between antiparallel domains with chiral supercurrent flowing
in opposite directions. DW motion induced by dc current
is proposed to be the origin of the hysteresis in the bias
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FIG. 3. (Color online) (a) Bias dependence of d1/dV for the 4.3
2 point contact at 0.35 K and with increasing H, and (b) zero-field
d1/dV withincreasing T. Curves are shifted for clarity except for the
zero-field 0.35 K curve. (c) Fitting with EEI theory in the 2D limit
for H, = 0 (blue) and 625 Oe (yellow) curves in (a) with T = 0.8
K, and (d) fitting for curves in (b) with 7= 0.35 (0.8), 1.5 (1.5) K
(T, is indicated in the parentheses). After being normalized by the
EEI fits with corresponding Ty, the data curves are shown in (e) for
different H, and (f) for different 7. Curves are shifted for clarity.

dependence of d1/dV measurements, but here we do not find
hysteresis in the bias dependence of dI/dV measurements.
Thus intrinsic pinning does not seem to be the origin.
Hysteretic vortex pinning has been reported for
superconductor-ferromagnet nanocomposites (Nb matrix with
Gd particles) [35]. Surface FM on SRO was indeed predicted
due to lattice distortion of surface reconstruction [15], but
was not experimentally confirmed. Among layered perovskite
ruthenates in the series A,+1Ru, 03,41, StTRuO; is a ferro-
magnetic metal with 7, = 160 K, and SrzRu,07 is at the
border of FM and shows pressure-induced FM [36]. Thus
it is not unexpected that FM could be induced for SRO, or
there might be some eutectic phase [25] on the surface which
leads to FM. Previously, experimental attempts to measure the
magnetic susceptibility of bulk SRO with uniaxial pressure
were unsuccessful, since above 0.4 GPa the SRO sample tends
to crush [37], while no drastic change of the temperature
dependence of susceptibility was observed. On the other hand,
doping the Sr with Ca does show a ground state of sratic
magnetic order due to rotation of RuOg octahedra [38,39]. If
the pressure under the tip is higher than 0.4 GPa [17] then the
effect may be comparable with that by doping. In fact FM alone
may lead to MR hysteresis in point contact measurements due
to the surface spin valve effect [40], but here the hysteresis
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diminishes together with SC with increasing temperature (see
Appendix E for the data), so there is still no clear evidence of
surface FM.

B. Conductance enhancement near zero bias
and the background

Except for the MR hysteresis, both field and temperature
dependencies of d1/dV are similar to those found for in-plane
Au/SRO tunneling junctions in Ref. [9], as shown in Fig. 2 and
Fig. 3, for the 9.3 and 4.3 Q PCs, respectively. We note that
in Ref. [9] gap values 0.7 mV, 0.93 mV (active), and 0.28 mV
(passive) have been used to fit the in-plane tunneling spectra,
and the conductance enhancement of the domelike feature is
less than 1% (we also observed similar PC spectra observed
with a Au tip; see Appendix D). The domelike feature was fitted
considering chiral p-wave symmetry in Ref. [9]. Since there
are other possibilities for fitting the ZBCP, e.g., conventional
s-wave superconductor near T, here we just focus on gap
value instead of fitting the spectra with specific models.
Besides Ref. [9], other gap values have been measured, e.g.,
1.1 mV from early Pt/SRO PC measurements [11,12],
0.38-0.5 mV from early STM measurements [13], 0.28 mV
and 0.35 mV from recent STM measurements [14,41]. Here for
W/SRO point contacts with different resistance and different
pressure, and even in different locations and different runs, the
0.2 mV gap energy was observed consistently, and this gap
value is comparable to that expected from 7, = 1.5 K from
mean-field theory.

The broad background conductance dip in Fig. 1(a) for
dIl/dV at 625 Oe is generally called the zero-bias anomaly
(ZBA), which is frequently observed in tunnel junctions [9]
as well as PCs [12,42,43]. The possible origins for ZBA
in PCs include “extrinsic” magnetic impurities, two-level
systems, and Kondo scattering due to spontaneous electron
spin polarization, as well as “intrinsic” density of states
(DOS) effect. Early PC measurements show that the DOS
of chromium is reduced due to the spin density wave gap [44],
and recently for iron pnictides it has been shown that DOS is
enhanced due to strong electron correlations [31,45]. Since SC
in SRO is very sensitive to impurities, and here ZBA apparently
coexists with SC, it is more likely due to “intrinsic” origin
instead of impurities.

The background ZBA can be normalized when the bias
dependence is replotted using In(eV/kpT). In Figs. 2(c)
and 2(d), the normalized change of conductance shows a linear
dependence for eV > kgT, similar to what was observed
in tunneling measurements for disordered metal films [46]
and also for layered cuprates and manganites [47,48]. In the
tunneling case, ZBA is attributed to the reduction of DOS
due to electron-electron interaction (EEI), which can be also
applied to PCS in the ballistic limit (see Appendix B for
the justification of using tunneling theory for the ballistic
portion of the PC resistance). As proposed by Altshuler
and Aronov [49] for low-dimensional systems, EEI or more
specifically the exchange interaction between electrons can
cause quantum corrections to the conductivity and to the
DOS, which depends on the dimensionality of the systems.
For eV > kgT, the DOS correction ~1In(eV/kgT) in 2D.
When the thermal smearing is taken into account in the fitting

PHYSICAL REVIEW B 91, 184514 (2015)

and the full formula is used, we get good fits in the full bias
range for the correction to conductance AG/ G as shown by the
dashed lines in Figs. 2(c) and 2(d) [also in Figs. 1(a) and 1(b)].

We note that in order for all AG/G curves to collapse onto
the theoretical curve, an elevated temperature (75;) needs to be
assumed for data at lower temperatures; i.e., eV / kg T, is used
instead of eV / kg Touik, Where Ty is the nominal temperature
measured by the thermometer on the same silicon chip. This
may indicate there is local heating in the small PC region,
e.g., for PC in the thermal regime (see below and Appendix A
for the model of PC resistance). Indeed at temperatures below
1 K, and particularly for mesoscopic samples, the electron
temperature might be much higher than the bath temperature,
in some cases due to inadequate filtering of the external
microwave noise [50,51]. This elevated temperature may cause
uncertainty to the fitting of ZBCP with p-wave symmetry,
since even for s-wave SC, when T is close to 7. or the
broadening parameter is large [52,53], the frequently observed
double-peak spectra may smear into a domelike feature for a
point contact junction with a finite barrier (see, e.g., Fig. 5 in
Ref. [19]). To check whether such domelike feature evolves to a
double-peak-like structure at lower temperatures, one needs to
further cool down the PC, and an internal electron thermometer
like T§, from the EEI fitting is helpful.

The fitted curve can be considered as the normal state
background and divided from the normalized conductance [9];
the resulting curves are shown in Figs. 2(e) and 2(f), with
the domelike conductance enhancement well demonstrated.
Another feature of the PC spectra in Figs. 2(e) and 2(f) is
a small periodic “wiggling” outside 0.2 mV, which also
diminishes with increasing field and temperature. Since the
resistivity along the ¢ axis is about 1000 times larger than that
in plane, the transport is presumably dominated by in-plane
transport. The “wiggling” may be due to in-plane interference
of quasiparticles for the S-S’-S junction configuration, where
S’ indicates the superconducting regime underneath the PC,
as suggested by the decreasing period with increasing PC
conductance/diameter. Similar “wiggling” was also observed
for the multiple-band superconductor MgB, [17,19,54], and
scattering of quasiparticles between bands could be another
origin for the oscillation. For SRO, it was demonstrated [9] that
multiple gap parameters could be involved in PC tunneling,
which could be also related to the “wiggling.”

C. Point contact resistance model and critical current dip

When the PC resistance is reduced from 9.3 Q to 4.3 Q,
the ZBA background becomes less pronounced as shown in
Figs. 3(c) and 3(d), while the conductance enhancement gets
larger. This is better illustrated by the normalized enhancement
[Fig. 4(d)], and by direct comparison of the zero field d1/dV
[Fig. 4(c)]. To explain these changes, conventional the PC
model (see Appendix A for details) can be introduced where
the PC resistance is

Rpc = Rsh + Rmax, (D

where Rgp is the Sharvin resistance corresponding to the
ballistic limit, and Ry is the Maxwell resistance corre-
sponding to the diffusive limit which is related to the bulk
resistivity p. For the simplest metallic PC with the 1D
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FIG. 4. (Color online) (a) d1/dV curves for the 9.3 Q@ PC at 0
(blue), 625 Oe (black), and EEI fits (red dashed lines). (b) d1/dV
curves for the 4.3 Q PC at 0 (blue), 521 (yellow), 625 Oe (black),
and the EEI fit for 0 Oe data. (c) Zoom-in of the zero-bias resistance
dip regime with curves shifted for clarity except for the 3.2 Q curve.
The curves are reproducible for both ramping directions of the bias.
(d) Zero-field conductance enhancement after being normalized with
the fitted EEI background. All at 0.35 K.

ballistic transport assumption, Rgy is energy independent as
the energy dependence of velocity cancels that of the DOS.
But when SC, EEI, or complicated (3D) Fermi surfaces are
involved [31,44,45], then the effective DOS may be probed by
energy dependence of Rgy, i.e., the PC spectra. Here for single-
crystal SRO the mean-free path is large, and when the diameter
of the PC is smaller than the inelastic scattering length, the PC
is close to the ballistic limit. Note that for the practical situation
where multiple smaller PC junctions are formed in parallel
within the contact footprint, the effective area of the PC is much
smaller than that of the footprint [21,31]. In the conventional
simple PC model Rgp, (1/d)? and Ryiax o (p/d), where d is
the diameter of PC, and p should be dominated by the in-plane
resistivity for SRO. The reduction of resistance from 9.3 €2 to
4.3 Q suggests an increase of d by roughly +/9.3/4.3 = 1.47
times in the ballistic limit (twice increase of the area), or by
2.2 times in the thermal limit(quadruple increase of the area).

With the increase of contact area, the PC may show a larger
critical current (I¢) if the critical current density is constant
and I¢ is limited by the contact area. The additional d1/dV
dips above 1 mV shown in Fig. 3 can be ascribed to the critical
current effect [55,56], where I of the Ry« in series with Rgy,
is reached. And indeed the dips are more pronounced when the
ratio of Ryax/ Rsh becomes larger when the total resistance Rpc
gets smaller (see Appendix E for more measurement data). The
Rypax is roughly 0.1 €2 as estimated by the resistance difference
between the ZBA fit and the data curve above the dips. At 1.6
K the dip position is about 1.2 and 2.3 mV for the 4.3 Q and
9.3 Q PCs, respectively, so the calculated /¢ is around 0.28
and 0.25 mA, respectively, inconsistent with the expected 2—4
times increase of I¢ if it is proportional to the contact area
~d?. This finding suggests that Ic is determined by a fixed
property, e.g., some SRO domain/surface regime under the
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FIG. 5. (Color online) (a) For Ry = 3.2 Q2 three SC transitions
are shown by dI/dV dips at different temperatures. (b) The
position of the d1/dV dips vs temperature. (c) Zero-bias dV /dI
vs temperature. Both (b) and (c) are derived from (a).

PC, not just within the (effective) area of the PC itself. Thus,
with increasing bias current, the Rpc shows a finite increase
from Rgp, due to Ryax, as described in Eq. (1) and demonstrated
in Fig. 3.

When the PC resistance is further reduced to 3.2 Q by
pushing the tip to the SRO, even larger ZBCP is observed
as shown in Fig. 1(e) and Fig. 4. After normalization by
the background, the conductance enhancement at zero bias
is about 3% for the 9.3 Q PC, 14% for the 4.3 Q PC, and
24% for the 3.2 2 PC [Fig. 4(d)]. The original d1/dV curves
without normalization for the 9.3 and 4.3 Q PCs are shown in
Figs. 4(a) and 4(b), and the EEI fits can very well reproduce
the conductance correction with an effective temperature Tg;.
The EEI fit is no longer appropriate for lower Rpc when
Ruax / Rsh becomes larger, since above the critical current dip
the increase of Ry leads to a clear conductance drop, as
shown in Fig. 4(d). Zooming in on the zero-bias regime, the
absolute amplitude of the ZBCP and of the “wiggling” are
clearly shown in Fig. 4(c). We would like to emphasize again
that for all three PCs in Fig. 4(c) the ZBCP evolves to ZBA
background at around 0.2 mV, a gap value as expected from
the weak-coupling theory.

The most striking feature is that the conductance dips persist
to much higher temperatures than 7, of the bulk SRO, which
is illustrated in Fig. 5. In Fig. 5(a), besides the first d1/dV dip
at around 0.2 mV (this may not be a real dip but looks like
one), there are two additional dI/dV dips; one persists up to
about 5 K, while the other persists up to about 6.2 K. These
two additional d1/dV dips are likely features related to SC,
as the measured MR also shows hysteresis (see Appendix E
for measurement data). The temperature dependence of the
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position of d1/dV dips is plotted in Fig. 5(b), and the zero-bias
dV/dI from the spectra in Fig. 5(a) is plotted in Fig. 5(c).
There are clearly two resistance drops at around 4 and 6 K,
and we note a similar but smaller resistance drop around 4 K
was also observed in Ref. [9] for Au/SRO junctions. Since the
bulk 7. < 1.5 K for sample S1, and even for the 3 K phase
T.~3 K, here the greatly enhanced 7, should be only related
to the W/SRO PC. Further investigation is required to clarify
these probably new superconducting transitions.

IV. CONCLUSION

In summary, an ultralow-temperature point contact setup
using nanopositioners was assembled and fresh contact in-
terface can be made at liquid helium temperature to avoid
surface reconstruction. Tungsten tips were used to penetrate
the dead layer on the surface. Differential resistance of W/SRO
point contact junctions is measured and we find (1) a domelike
shape of zero-bias conductance enhancement within 0.2 mV,
corresponding to a gap value comparable to that expected from
mean-field theory; (2) a broad conductance dip background
coexisting with superconductivity, which is ascribed to density
of states effect due to 2D electron-electron interaction, and
the retrieved electronic temperature may be useful for further
analysis of the point contact spectra; (3) SC-like features
persisting up to 6.2 K, much higher than the bulk 7, of SRO,
presumably due to the pressure exerted by the W tip.
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APPENDIX A: MODEL OF POINT CONTACT RESISTANCE

There are many reviews on point contact spectroscopy [57],
and particularly on unconventional heavy-fermion sys-
tems [58,59] and recently on anisotropic and multiband
superconductors [19,60]. Here we first introduce the basics
of the PC resistance following Ref. [58], then add pertinent
discussions regarding our system.

In the simplified theoretical model, the PC is formed with an
orifice with diameter d between two bulk metallic electrodes.
Depending on the relative ratio between d and different mean-
free path /, PCs can be categorized into three regimes: ballistic
(d < lejasiic), diffusive (erastic < d < linelastic)> and thermal (d >
linelastic)- In the ballistic regime, the Fermi surface in the two
electrodes has a difference of eV, similar to the tunneling
junction case, while in the thermal regime, the Fermi surface
evolves smoothly within the PC and there is a well defined
equilibrium temperature profile [61].
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The current density in the orifice along its normal direction
(z axis) is

Jo=2¢) () filE), (A1)
k

where v is the electron velocity, and fi(E) is the Fermi-
Dirac distribution function. For a voltage-biased ballistic PC,
considering the energy difference eV,

Ep+eV/2 dQ
Jz =€/ dE/ —(E)f(E)N(E), (A2)
E

eV /2 4
where N(E) is the electronic DOS. In the simplified 1D case
(similar to planar tunneling), v,(E) is inversely proportional
to N(E); thus there is no nonlinearity caused by energy
dependence of DOS. The resulting Ohmic resistance is

16R,  16pl

Sh = rd? = (A3)

3md?’

where p is the bulk resistivity, [ the elastic mean-free path,
R, = h/2¢* =12.9 kQ the quantum resistance. With the
assumption that the Drude picture holds, pl = pr/ne* is a
constant for a particular metal, where Fermi momentum ppg
and electronic density n were used in the original derivation.
Thus, in the ballistic regime the diameter of the orifice d
can be estimated using the zero-bias resistance Rj. To get
arough number, in the case of copper and other simple metals,
d~30/+/Ry(£2) nm.

At finite bias, the electron can also be backscattered by
phonons, magnons, etc., at characteristic bias energy. So
the I-V curve of the ballistic PC can be nonlinear and the
second derivative is often used to identify phonon and magnon
spectra. For correlated materials with a complex Fermi surface,
v,(E) is no longer inversely proportional to N(E), the I-V
curve is nonlinear, and Rgsh(E) may reflect the change of
DOS [31,44,45]. More generally, other interactions such as
the electron-electron interaction and superconductivity will
also affect the DOS and be reflected in nonlinear /-V curves
or point contact spectroscopy.

For PC in the diffusive or thermal regime, electrons in the
PC are (inelastically) scattered by impurities or defects, whose
contribution to Rpc can be estimated from the bulk resistivity,
and the orifice just provides a geometric limitation for
integration. In the limit d >> lipelasiic, the Maxwell resistance is

p
7
As it depends on d —1 instead of d2, it dominates over Rgp
when d is large. And when inelastic scattering happens inside

the PC region, the equilibrium temperature in the PC can be
elevated following

Ryax = (A4)

2 2 &
Toe =T, —,

pC = Toan T 77
where L is the Lorentz number. For a rough estimation, when
Toah << Tpc, assume a standard L = 2.45 x 1078 V2 K2,
then eV ~3.63kg Tpc, or Tpc (K) >~ 3.2V (mV). This suggests
that in the thermal limit, a similar feature can be found in the
bias dependence of d1/dV (V) and in the bath temperature

(AS5)
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TABLE 1. Summary of quasiparticle parameters of Sr,RuOy
(«0,8,y) [2] and tungsten.

Fermi sheet o B y Tungsten
ke (A7) 0.304 0.622 0.753 1.55
vp (ms™h) 1.0 x 10° 1.0x10° 55x10* 1.8x10°
m* (m,) 3.3 7.0 16 1

dependence of d1/dV(T). Here for SRO the gap energy is
around 0.2 mV; in the thermal limit a rough estimation of Tpc
at 0.2 mV is 0.64 K, which is still below T of SRO, so bias
heating does not prevent observation of SC even in the thermal
limit.

In the general situation, Wexler derived an interpolation
formula [62],

16pl  p(T)
3wd> ' d
For a heterocontact between two different electrodes (1 and
2), the resistance has contribution from both sides. For a
geometrically symmetric PC with almost equal pp,

16pl  p1(T) + poT)
Ree(T) = 300 : 2d —

Since the resistivity of a simple metal tip like tungsten
is usually much smaller than that of the correlated electron
systems (in the normal state), we may just keep the resistivity
term of the correlated systems being probed. The assumption
of equal py is very rough, the difference between kp = pr/h
of tungsten and that of SRO is shown in Table 1. Here kg
of tungsten is roughly estimated by assuming two valence
electrons and a simple spherical Fermi surface.

In many cases it is found that although the footprint of the
PC can be tens of microns, much larger than [, still a ballistic
limit can be applied for fitting, which can be understood as that
there are multiple smaller PC junctions randomly distributed
across the contact region (the effective contact area is much
smaller than the footprint) [21,63,64]. Although conceptually
this is different from the picture that there is an interface barrier
which contributes to the PC resistance like a planar tunneling
junction, in both cases the ballistic limit can be applied when
Rsp is much larger than Ry« More generally, one can add a
finite Rypax in series or parallel as a fitting parameter.

For a heterocontact between a normal metal and a super-
conductor, the Blonder-Tinkham-Klapwijk (BTK) model [65]
is widely used to explain the conductance enhancement
within the gap energy. In the BTK model a tunnel barrier
Z parameter is used to characterize the interface: for the
clean interface, barrier parameter Z = 0; for the tunneling
interface, barrier parameter Z > 5, and there is a continuous
transition from metallic to tunneling limit. Whether the Fermi
velocity mismatch can be fully represented with an effective
Z parameter is not yet clear [59]. Note that in the BTK model
inelastic scattering in the electrodes and the interface is not
considered, even for finite Z, and thus Ryp.x = O.

To take into account additional inelastic scattering at or near
the interface, a finite Rpax, @ normal resistor in series [56].
or a normal current in parallel [21,64] can be added to the
tunneling term Rgy. Thus even in the so-called thermal regime,

Rpc(T) ~

(A6)

(AT)
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it is possible to fit the PCS with the correct gap value with
consideration of a combination of the BTK-dominated Rgy
and some extra inelastic term Rygax.

When the SC has unconventional pairing symmetries, the
generalized BTK model is developed to fit the data by taking
into account various parameters including order parameter
symmetry, incidence angle, Fermi surface mismatch, lifetime
broadening due to inter- or intraband scattering, etc. PCS for
unconventional SC has been reviewed in Refs. [18,19,59,60].
It is still not clear whether the order parameter symmetry
can be verified strictly from the shape of the point contact
Andreev reflection spectra. In this work we mainly report the
temperature and field dependence of the PC spectra rather
than quantitatively fit the data with the generalized BTK
model [9,10].

APPENDIX B: FITTING WITH THEORY OF
ELECTRON-ELECTRON INTERACTION

As discussed in Appendix A, most normal metal—
superconductor junction results can be well explained by the
BTK model or generalized BTK models, where the tunneling
barrier is characterized by the Z parameter; i.e., it can be
thought as tunneling. In other words, the Sharvin resistance for
ballistic transport can be understood as due to elastic tunneling
of quantum tunneling channels with channel number equals
(krpd)~2 [see Eq. (A3)].

More specifically, the slight difference between tunneling
and planar tunneling (ballistic point contact is approaching
this limit) is whether the in-plane momentum is conserved.
While STM measures the integrated density of states, point
contact (or planner tunneling) measures an effective density
of states with consideration of in-plane momentum conserva-
tion [19,31]. This difference should be small for disordered
films for which EEI is measured.

Correction to tunneling conductance by electron-electron
interaction (EEI) due to reduction of density of states is
quantitatively described by the Altshuler-Aronov (AA) the-
ory [46,49]; in the 2D limit,

GV, T)—-GO,7T)

G(0.,7)

estq 1 4 é eV ®,(0) B1)
= n e —

872h DRy | - \ksT )

where Ry, is the resistance per square of the metal film, § the
thickness of the insulating barrier, D the diffusion constant,
and @, is an integral for 2D as defined in Ref. [46]. The
integral is

P4(A)

/°° cosh(x + A) — 1
dx———5—
S cosh(x/2)

/‘00 sinh ydy

X dx )

0 [cosh y + cosh(x + A)](1 + cosh y)y>=4/2
(B2)

where x = €/kT and A = eV /kT.
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The prefactor before the bracket in Eq. (B1) can be lumped
into one parameter S and it is the only fitting parameter. When
eV > kpT but still within the 2D limit, Eq. (B1) approaches
S1n ,fB—VT and S is just the slope shown in Fig. 2. Since Ry, =
p/a, a the thickness of the metal film, the resistivity p =
(e*vD)7!, the slope S o Ry, In(cv), where ¢ is a constant.

For the 3D limit,
GV, T)—- G(0,T)
G(0,7)

e2p kgT\'? eV
=— | — O3 — ) — P3(0)|, (B3
e (i) [#(67) - @] @
which shows a linear dependence on +/eV/kgT when
eV > kpT.

In the main text Eq. (B1) is applied, and in Appendix D
Eq. (B3) is used for PCs in other runs.

APPENDIX C: SAMPLE CHARACTERIZATION

Optical images for SRO crystal samples S1 and S2 are
shown in Fig. 6 for comparison. Dense Ru inclusions of width
about 1 pum and length a few um are clearly seen in the
microscope image for S2, which is also harder to cleave than
S1. This is consistent to the observation of Lichtenberg in
Ref. [66] that SRO with Ru vacancies is much easier to cleave
and the surface dead layer probably is also easier to pierce
through. We note that although here the surface was polished
by sandpaper to improve image quality, the Ru inclusions can
easily be observed on the surface of S2 without any treatment.

In separate runs, a conventional lock-in technique with
room-temperature transformer coupling was used to measure
the temperature dependence of resistance for bulk samples.

p(10°Q.cm)
p(10°Q.cm)

6—T.~15K

1 2 3
T(K) T(K)

FIG. 6. (Color online) Comparison of polarized optical micro-
scope images of sample S1 (a) and sample S2 (b). Ru inclusions are
clearly seen in (b) for S2. Superconducting transition is shown for
both samples by resistivity vs temperature measurement in (c) and
(d). The red lines are guides to the eyes.
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The lateral size of the samples is about 1 to 1.5 mm, the
thickness about 0.5 mm, and the resistivity can be roughly es-
timated as shown in Fig. 6(c) and Fig. 6(d). Superconductivity
of the SRO samples is verified and the transition temperature
is around 1.5 K. We note that since the resistance is in the
12 range large measurement current was applied which may
cause some heating, so the temperature reading might not be
accurate.

APPENDIX D: REPRODUCIBILITY

PC spectra for more than 10 locations were measured in
several runs. In each run a few locations are tried to search
for SC-like features. With increasing force the tip eventually
became blunted and bent, and small cracks can also develop
on the surface of the SRO. A set of PC spectra similar to that
in the main text is shown in Fig. 7(a) for a W/SRO PC on
S1 but obtained in another run. The gap value roughly around
0.15 mV is slightly smaller than 0.2 mV in the main text,
possibly due to elevated local temperature, and the dips due to
critical current effect at higher bias are again clearly shown.

Besides W tips, Au tips (0.5 mm diameter) were also tried
on S1 and one of the PC spectra is shown in Fig. 7(b). For
the Au/SRO PC, gap value around 0.5 mV is observed, the
conductance enhancement is only about 1%, and instead of
the domelike conductance peak, a split peak is observed,
both similar to those features reported for in-plane Au/SRO
tunneling junctions in Ref. [9].

In Fig. 7(b) ZBA is less obvious, although for some other
Au/SRO PCs we have observed much clearer ZBA and also
conductance dips. For W/SRO PCs, ZBA is more frequently
observed, which could be due to a smaller contact area (the
W tip does not deform like Au) and the thin barrier layer on
the surface as observed in other PC measurements [64,67,68].
For those PC spectra showing clear ZBA, there are two typical
types as shown in Fig. 8. One type is similar to that in Fig. 2
with a logarithmic dependence consistent with 2D EEI, and
the SC feature sometimes coexists with ZBA; the other type
has a /V dependence which is consistent with 3D EEI; no
clear SC feature is observed with this type of ZBA.

T(K) "(b) AU/SRO

@ . - - : - -
W/SRO 0.52 17.2 T (K)

110 A 0.5m4
b 0‘90/, 17.0 WOJW

i 1_50/ Wo.gw
- E B

2.001 Wum

-1.0 -05 0.0 0.5 1.0 16:0 =2 -1 0 1 2
Bias Voltage (mV) Bias Voltage (mV)

di/dv (S)
=
o
w

;

di/dv (mS)

FIG. 7. (Color online) (a) Temperature dependence of the PC
spectra for a W/SRO PC on S1 but obtained in another run, showing
similar gap value and conductance dips as in the main text. The
resistance is only about 1 €2, so the heat dissipated around the PC
should be larger. (b) Temperature dependence of the PC spectra for a
Au/SRO PC on S1; a split peak within +0.5 mV is observed, similar
to that in Ref. [9].
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FIG. 8. (Color online) (a) Bias dependence of the normalized
conductance for point contact on S2 with resistance 35 (blue) and
13 Q (green) at T = 0.52 K, and (b) the conductance after being
normalized by the background EEI fits (the green symbols are shifted
up for clarity). (c) EEI 2D fitting (black dashed line) for the 13 Q2 PC
with T, = 2 K, slope 0.07. (d) EEI 3D fitting for the 35 @2 PC with
Tw = 0.52 K, slope (3D) = 0.015.

For the 2D EEI type, e.g., for a 35 © PC on S2 as shown
in Fig. 8(c), the slope 0.07 is close to the slope 0.11 for S1 in
Fig. 2, and 0.08 in Fig. 3, indicating a similar 2D EEI is probed,
though here Tj = 2 K is higher than the bath temperature
about 0.52 K, which is probably the reason why SC is not
clearly observed. On the other hand, for another 13  PC on
S2 as shown in Fig. 8(d), the fitted temperature is close to the
bath temperature. And it is possible Ru inclusion is probed.

In early works, ZBA or conductance dip background was
also observed for Pt/SRO PCs [12], where with increasing
field the ZBA becomes clearer and the origin is speculated to be
related to some structural instabilities coupled to electronic and
magnetic degrees of freedom. For in-plane Au/SRO tunneling
junctions in Ref. [9], similar ZBA background was observed
but only the normal-state ZBA was used to normalize the
PC spectra so the superconducting spectra were stressed, as
has been done frequently for PCS. It is worth noting that in
Au/Cu, Bi,Se; soft PCs, ZBA was also observed and ascribed
to some pseudogap effect [68], while later in another work
such V-shape conductance background is considered due to
a nonideal surface layer [64]. Our work may help clarify this
issue and provide a more specific interpretation for ZBA or
conductance dip background in PCS.

APPENDIX E: ADDITIONAL MEASUREMENT DATA

For the 3.4 Q point contact in the main text, magnetore-
sistance was also measured at two different temperatures as
shown in Fig. 9(a). At 4 K, the hysteresis is still clear, and
the total conductance change is close to that of the zero-bias

PHYSICAL REVIEW B 91, 184514 (2015)

~05 0.0 0.5
H, (kOe)

Bias Voltage (mV)

FIG. 9. (Color online) (a) Magnetoresistance at 4 K (blue) and
8 K (green) for the 3.4 2 point contact. The hysteresis is clear at
4 K but not clear at 8 K since MR does not change much. (b) Bias
dependence of the conductance for point contact at 4 K (blue) and
8 K (green) for the same contact, replotted with data in Fig. 5 for
comparison with (a).

conductance enhancement due to SC as shown in Fig. 9(b). At
8 K, the hysteresis of MR is not clear, and the conductance
decreases with increasing field, which is opposite to the trend in
bias dependence of conductance. The above findings suggest
that SC is still present at 4 K, but not at 8 K, and the MR
hysteresis is closely related to SC.

To examine how much the critical current changes with
point contact resistance, the normalized conductance for point
contacts with different Ry is shown in Fig. 10(a) at fixed
temperature 1.8 K. We note that between the measurements
in Fig. 10(a), the tip was pushed against the crystal and
point contact resistance decreased; also field and temperature
ramping were conducted as shown in the main text. The
critical current can be roughly determined by the position of
conductance dips [dip 2 in Fig. 5(a)], and is 0.29, 0.28, and
0.22 mA for 3.4, 4.3, and 9.3 Q2 point contacts, respectively,
which are surprisingly close to each other, which has been
discussed in the main text.

After the 3.4 Q PC, the resistance was increased to 19.5 Q.
In Fig. 10(b), the conductance dips for 9.3 2 and 19.5 2 point
contacts are compared. The critical current for the 19.5 Q PC
is about 0.3 mA at 1.9 K, close to that of the 9.3 Q PC at 1.8 K.
The relative size of the conductance dip becomes smaller for
larger contact resistance, which can be understood since for
larger Rgp, the ratio of Ryax/(Rmax + Rsn) is smaller [55,56].

12}
s
R
s 11}
—Ry=9.30
- —Ry=19.50Q
=10 -5 0 5 10

Bias voltage (mV)

Bias voltage (mV)

FIG. 10. (Color online) (a) Bias dependence of the normalized
conductance for point contacts with different Ry at the same location,
all at 1.8 K. The contact resistance decreases with increasing pressure.
The critical current dips appear at bias voltage proportional to Ry.
(b) At T = 1.9 K, the position of the critical current dips for the 19.5
Q PC is still proportional to Ry. The 9.3 €2 data from (a) are replotted
here for comparison.
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