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We study the parity effect and transport due to quasiparticles in circuits comprised of many superconducting
islands. We develop a general approach and show that it is equivalent to previous methods for describing the
parity effect in their more limited regimes of validity. As an example we study transport through linear arrays of
Josephson junctions in the limit of negligible Josephson energy and observe the emergence of the parity effect
with decreasing number of nonequilibrium quasiparticles. Due to the exponential increase in the number of
relevant charge states with increasing length, in multijunction arrays the parity effect manifests in qualitatively
different ways to the two-junction case. The role of charge disorder is also studied as this hides much of the parity
physics that would otherwise be observed. Nonetheless, we see that the current through a multijunction array at
low bias is limited by the formation of metastable even-parity states.
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I. INTRODUCTION

In superconducting circuits of small dimensions, charging
effects play an important role. On the one hand the Coulomb
blockade leads to charge pinning and an effective suppression
of electronic transport at low bias voltage. On the other hand
the superconducting nature manifests in the parity effect, i.e.,
given an odd number of electrons on the superconductor
there is one remaining quasiparticle dominating the transport
properties in the low bias regime [1–8]. Strictly speaking this
picture is true for equilibrium and very low temperatures.
However, if a nonequilibrium situation is imposed, e.g., by
applying a finite bias voltage, the average number of quasi-
particles may be increased. Recently such nonequilibrium
quasiparticle effects have been investigated in superconducting
qubits [9–14] and single-electron transistors (SETs) [15–19].
In this context the interplay of charge transport, the excitation
of nonequilibrium quasiparticles and the observation of the
parity effect has been the subject of recent experiments with
SETs [18]. Based on related theoretical modeling [19–21]
we extend the prevailing transport theory of multijunction
circuits and show that this approach removes the ambiguities
of previous approaches when including parity effects for more
than one superconducting island, although our approach is
equivalent to earlier work in the appropriate limits. As an
example, we perform the first analysis of the parity effect in
linear multijunction arrays and make a number of predictions
for the electronic transport signatures that can be identified
with the parity effect in these systems.

II. PARITY EFFECT IN MULTIJUNCTION CIRCUITS

Conventional equilibrium quasiparticle theory states that
transport through a Josephson junction is exponentially sup-
pressed when the applied bias V across the junction is less
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than twice the superconducting gap �. However, upon closer
inspection there is a measurable subgap transport contribution
for V < 2�, which depends strongly on the charge state parity
of the islands either side of the junction. This parity effect is
traditionally modeled in single-electron transistors using one
of two approaches.

In the first approach, the free energy of the circuit gains
an additional free-energy contribution (which depends on
temperature, superconducting gap and island volume) due to
the parity of the occupancy of the island [2,4,7,8,22–27]. In
the alternative approach [9,15,28,29], the rates associated with
both the equilibrium quasiparticles and the odd quasiparticle
state at gap must be computed separately taking into account
the relative chemical potential differences between island and
lead. Although in SETs both approaches describe similar
physics; in the multijunction case significant complications
(both conceptual and technical) arise when applying either
of these methods. In this work we show how to describe the
parity contribution in a general way, as well as show how these
earlier methods are considered limiting cases of the theory as
presented here.

Following more recent work on normal-superconducting-
normal SETs [18], subgap quasiparticle effects can be included
in a consistent way such that the rate for an arbitrary charge
transfer event is computed based on the initial parity of the
origin and destination islands. Throughout this discussion, we
parametrize the distribution of nonequilibrium quasiparticles
by an effective electron temperature Te, rather than explicitly
keeping track of the nonequilibrium quasiparticle number on
each island as was considered in Ref. [19]. This formalism is
also applicable when modeling the parity corrections to subgap
quasiparticle transport at base temperatures beyond the regime
typically associated with the parity effect itself.

To include the contribution from parity-dependent quasipar-
ticle tunneling in a general way, we scale the Fermi function
for each island in the circuit by a factor Aj , which depends on
whether the charge state of the island n is odd or even (j =
n mod 2). This accounts for the fact that in the odd charging
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state there is at least one quasiparticle remaining unpaired (see
Ref. [19] for further details). This modification of the Fermi
function f (E) → Ajf (E), is strictly true only for E > 0 and
we define,

Aj = [tanh(Nqp)](−1)j (1)

where we parameterise the average number of excited quasi-
particles Nqp as [18,19]

Nqp = N (0)V
√

2π�kBTe exp

[
− �

kBTe

]
. (2)

Here, the average number of excited quasiparticles is expressed
in terms of the superconducting density of states evaluated
at the Fermi level N (0), the volume of the island V , the
superconducting gap �, and the effective temperature Te of
the quasiparticles. When the number of excited quasiparticles
[Eq. (2)] is less than one, the scaling factor Aj shows markedly
different behavior for even and odd charging states, leading
to parity-dependent transport signatures. The crossover tem-
perature T ∗ below which these effects can be observed is
given by,

T ∗ ≈ �

kB ln[N (0)V
√

2π�kBT ∗]
, (3)

which must be solved self-consistently. In the limit of electron
temperature Te > T ∗, the even-odd distinction vanishes and
therefore the parity effect is unobservable.

Although expressing the nonequilibrium contribution in
terms of Aj is a very general approach, for f (E > 0) � 1
it proves to be both conceptually and computationally useful
to parametrize the nonequilibrium quasiparticle distribution
in terms of a modified chemical potential, μj . To do this we
express Aj in the form of a shifted Fermi distribution such that

μj (E) = sgn(E)(−1)j kBTe ln[tanh(Nqp)], (4)

where the factor (−1)j takes into account the odd-even
discrepancy and the sgn(E) term accounts for the fact that
the f (E) → Ajf (E) replacement applies strictly to positive
energy differences.

To study parity effects in a general way, which will
be applicable to multijunction circuits, the single-electron
tunneling rate between islands also possess a even/odd charge-
state dependence and in general is given by

�n,m(δE) = 1

e2RT

∫ ∞

−∞
dE

N (E)

N (0)

N (E+δE)

N (0)
fe[E − μn(E)]

×{1 − fe[E + δE − μm(E + δE)]}. (5)

This rate is expressed as a function of the energy difference δE

between initial (n,m) and final charge states (n − 1,m + 1 or
n + 1,m − 1), where fe(E) is defined as the Fermi function at
temperature Te and RT is the junction normal tunnel resistance.
In this context n and m indicate the initial even-odd parity of
the origin and destination islands respectively.

When considering the movement of a single charge between
two islands, the rate given by Eq. (5) depends on the initial
parity of both islands, giving four possible rates. If we consider
the overall scaling of the subgap rates (insert to Fig. 1), we see
that above the parity temperature Te > T ∗, all four rates scale
∝exp[−�/kBTe]. Below the parity temperature, the even-even
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FIG. 1. (Color online) (a) Quasiparticle tunneling rate [Eq. (5)]
as a function of energy difference between charge configurations
(δE) for four different parity configurations, i.e., odd or even charge
states on the source and destination islands respectively. The rates are
evaluated at Te = 222 mK, which is just below the parity temperature
T ∗ = 269 mK for these parameters, see text for details. (b) Parity
rates evaluated in the middle of the subgap region (δE = �) as a
function of Te. The scaling behavior for the four rates as a function of
�/kBTe can be clearly seen above and below the parity temperature.

rate scales ∝exp[−2�/kBTe], whereas the other three rates are
approximately temperature independent for Te < T ∗.

To understand this behavior, we can approximate Eq. (5)
by expanding around the divergences in the BCS density of
states, N (E)/N(0). Expanding E = �(1 + ε) and taking the
dominant terms for each side of the density of states, we obtain,

�n,m(δE) = �

e2RT

N (� + δE)

N (0)

∫ ∞

0
dε

1√
ε
g(E,δE), (6)

where

g(E,δE)

= f [−�(1 + ε) − δE + μn]

×{1 − f [−�(1 + ε) + μm]} + f [�(1 + ε) − μn]

×{1 − f [�(1 + ε) + δE − μm]}. (7)

We can then evaluate g(E,δE) and therefore the integral in
various limits of interest.

In the limit Te > T ∗, the parity-dependent chemical po-
tential term μn ≈ 0 and therefore g(E,δE) simplifies con-
siderably. If we assume � 	 kBTe and δE > ε�, we obtain
g(E,δE) ≈ exp[−ε�/kBTe] and therefore

�(Te>T ∗)
n,m ≈ N (� + δE)

N (0)

Nqp

e2RT N (0)V
. (8)

The subgap quasiparticle rate as a function of δE therefore
takes on the functional form of the BCS density of states
near the divergence, for temperatures above the parity tem-
perature. The magnitude of this rate scales proportional to the
quasiparticle number Nqp and as expected is independent of
the parity of the source and destination islands.

Turning to the low-temperature case (Te � T ∗), we now
must deal with the various values of μn,m. Taking the limit of
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Nqp � 1 we can express the chemical potential shift as

μn ≈ (−1)n[kBTe ln(Neff) − �], (9)

where Neff = N (0)V
√

2π�kBTe. Using this expression, we
then evaluate g(E,δE) for each of the four cases, in the
limit that � 	 kBTe, δE > ε� and Neff 	 1. This gives the
following expressions,

�(Te�T ∗)
e,e ≈ N (� + δE)

N (0)

N2
qp

e2RT N (0)V
, (10)

�(Te�T ∗)
o,o ≈ N (� + δE)

N (0)

1

e2RT N (0)V
, (11)

�(Te�T ∗)
o,e = �(Te�T ∗)

e,o = �(Te�T ∗)
o,o + �(Te�T ∗)

e,e

2
. (12)

In all rates, we see the characteristic density of states
dependence on δE as well as a factor of N2

qp difference between
the odd-odd and even-even rates. Therefore the even-even rate
scales with N2

qp ∝ exp(−2�/kBTe) whereas the odd-odd rate
is approximately constant approaching zero temperature. As
can be seen in Fig. 1, the odd-even and even-odd rates are equal
and ≈�(Te�T ∗)

o,o /2 (as the contribution from the even-even rate
is negligible at low temperatures).

The approximate rates given above can be compared to
previous work on the parity effect in simpler circuits. The
mapping to the free-energy shift of � often ascribed to the
odd charge state [2,4,22–24] follows directly from Eq. (9).
However, we can immediately see the lack of generality of
that approach because the sign of the shift depends on the
parity of both the source and destination charge states. In our
case of many islands a simple � correction for each odd charge
state is manifestly not sufficient.

Previous work on applying a shifted chemical potential
[28–30] is in principle similar to our approach. In that
case the odd to even transition rate (meaning the transition
from an odd to even state of the same island) is equivalent
to our Eq. (11). However it is not clear how to easily
generalize this method to multiple islands when the parity
of both the source and destination islands must be taken into
account. Furthermore, Eqs. (10)–(12) are only approximations
to the general expression Eq. (5), due to the relatively crude
approximation to the integral over ε. This becomes particularly
important when comparing quantitatively to experiment.

III. PARITY EFFECT IN JOSEPHSON JUNCTION ARRAYS

A Josephson junction array (JJA) is the multijunction gen-
eralization of the (superconducting) single-electron transistor.
Increasing the number of junctions changes the electrical
response of such a circuit markedly [31–34] when compared
to the simple two-junction devices. New and interesting
effects are observed, including hysteresis [33], soliton prop-
agation [34,35], nontrivial magnetic field effects [34,36,37],
and correlated electron transport [32,36,38]. Detailed under-
standing of junction arrays also promise new superconduct-
ing devices; such as qubit designs based on large kinetic
inductance [39–41], or terahertz radiation sources [42–44].
Although the qualitative theory of Josephson junction arrays
has been established for some time [33,34], direct quantitative
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FIG. 2. (Color online) (a) JJA circuit under consideration, con-
sisting of a linear chain of Josephson junctions with Josephson energy
EJ and capacitance CJ . The circuit is driven by a symmetrically
applied voltage source V and each junction sees an effective
capacitance to ground CG. (b) Current through the array (logarithmic
scale) as a function of applied voltage. Effective electron temperature
is varied from below to above the parity crossover temperature, which
is T ∗ = 269 mK for these parameters. The lines in the figure are the
average of 10 KMC runs, each of which consists of 106 events. The
maximum and minimum of these 10 runs are indicated by the pale
shading.

comparison between theory and experiment in these devices
is still elusive and fraught with difficulty as they display
qualitatively different physics than that seen in single-electron
transistors (SETs) and other few junction devices.

To illustrate the manifestation of the parity effect in multi-
island circuits, we simulate transport through a linear JJA,
see Fig. 2(a). We employ the kinetic Monte Carlo method
[32,45–50] following the procedure as detailed in Ref. [50].
The energy of various charge states of the array is computed
based on purely electrostatic considerations as we confine
our investigation to the negligible EJ limit and therefore do
not consider Cooper-pair transport (as RT = 1 M� 	 RQ =
h/e2). We assume a superconducting gap of � = 200 μeV,
normal density of states at the Fermi energy [16,51] N (0) =
1.4477 × 1047 m−3 J−1 and island volume V = 0.0014 μm3,
consistent with experiments on aluminium based JJAs [36,38].
Throughout this discussion, we consider a JJA of length
N = 50 with a ratio of junction capacitance CJ = 0.5 fF
to ground capacitance CG = 20 aF that gives a soliton
length [33,34] � = √

CJ /CG = 5. In this regime the array
can be considered long although correlated transport effects
are still important [50,52].

The smoking gun of parity effects in superconducting SETs
is the observation of current plateaus at low temperature for
odd charge states, while the current is suppressed completely
for even charge states [3,6]. We begin by considering the
equivalent experiment for a JJA. Figure 2 shows the I-V

184505-3



COLE, HEIMES, DUTY, AND MARTHALER PHYSICAL REVIEW B 91, 184505 (2015)

0 2 4 6 8 10 12 14 16 18 20
10−9

10−8

10−7

10−6

10−5

10−4

10−3

T e = 270mK

T e = 170mK

V [mV]

I
[n

A
]

0 5 10
10−8

10−6

η = 0

η = 1

(a)

(b)

FIG. 3. (Color online) (a) Current as a function of voltage and
electron temperature for maximal disorder. Below the parity tem-
perature, the current is strongly suppressed at low voltages. The
oscillations in the current due to parity effects are also lost due to
disorder. (b) The current at Te = 170 mK as a function of disorder
strength. In (b) we ensemble averaging over 50 different disorder
realizations, the variance of which is shown via pale shading.
Although there is considerable variation with disorder realization,
qualitatively we see that using η = 1 insures numerical convergence
for a given realization.

characteristics for a JJA as a function of effective electron
temperature. For Te < 170 mK, we see only sporadic (or no)
conduction as the system is too easily trapped in metastable
states. As Te increases, the characteristic suppression of current
due to the parity effect manifests as oscillations in the current
at low bias. These oscillations stem from the interplay between
the parity-dependent tunneling rates and the voltage-dependent
filling factors on each island. When V � 22 mV we see the
step in current associated with the breaking of Cooper pairs at
every junction, i.e., when V � N × 2� = 20 mV.

Interestingly, the parity oscillations vanish for V > 13 mV
although the magnitude of the current is still approximately
constant below T ∗ but increases rapidly for Te > T ∗. At first
glance this would appear to be a transition associated with
V = N × �, however, it actually depends on the interplay of
charging energy and parity effects. At low voltages, dipole
states can form, which are stable for certain combinations of
voltage parity and it is these states, which block the flow of
current. Above a certain voltage, these metastable states can
dissociate via interactions with neighboring charges, leading
to more robust conduction. One can think of this in terms of
a phase-space argument where the number of available states
grows with increasing voltage, therefore allowing the system
to avoid getting trapped in local minima.

Experimentally, background charges within the device and
substrate lead to random offset charges [53–60]. We can model
this disorder as random offset charges on the islands of the
JJA [54], |qbk|/e � η, which we assume to be static on the time
scale required to measure a single current point. In Fig. 3 we
see the effects of increasing disorder is to suppress conduction
for small bias, as well as eliminating the parity-dependent
oscillations as a function of voltage bias. We see convergence
of the response as a function of disorder strength (inset to
Fig. 3), with η � 0.7 being sufficient to model maximal

200 250 300 350 400 450 500
10−8

10−7

10−6

10−5

10−4

10−3

10−2

T
∗ =

26
9

m
K

Temp [mK]

I
[n

A
]

Γ ∝ e−Δ/kBTE

Γ ∝ e− 2Δ/kBTE

V =20mV

V =15mV

V =10mV

V
=
5m

V

2 3 4 5 6

10−5

1/Temp [K− 1]

1/
T

∗

V =20mV

V =5mV

(a)

(b)

FIG. 4. (Color online) (a) Current plotted as a function of Te for
various values of V . Here we see at low voltages a characteristic
crossover from 2�/kBTe (dashed-dotted line) to �/kBTe (dashed
line) scaling, indicating parity limited conduction. At higher voltages,
the increased state space means that the current is no longer limited
by the even-even rate but is instead dominated by the odd parity
processes, showing an initial constant scaling with temperature. Irre-
spective of voltage (while still in the subgap region), at temperatures
above T ∗ the current scales with the parity independent rate. (b) The
inset shows the same data plotted as a function of inverse temperature,
which clearly shows the two regimes.

disorder.1 As well as the issues of rare events at low bias
discussed for the nondisordered case, in the inset to Fig. 3 we
compute the variance in the current as a function of 50 different
disorder realizations. We see the same qualitative suppression
of the parity oscillations with increasing disorder, even taking
into account the variance due to disorder. For all subsequent
simulations (as well as the main Fig. 3) we take the disorder re-
alization to be constant (with η = 1) for a given I-V curve. This
corresponds to the case where the charge disorder is maximal
but stable over the entire experimental time scale of interest.

Although the characteristic parity oscillations are not
visible in the presence of maximal disorder, the overall
scaling behavior of the current is still a strong function of
the parity-dependent rates. This scaling behavior at low bias
can be simply understood in terms of the scaling of the
NEQ rates shown in Fig. 1. To observe the scaling of the
tunneling rate above and below T ∗ i.e., ∝exp(−�/kBTe) and
∝exp(−2�/kBTe) respectively; in Fig. 4 we plot the current at
fixed voltage. In the low bias regime (V = 5mV) we see clear
evidence of the crossover from 2�/kTe to �/kTe scaling. This
regime is where charge-charge correlation effects are strongest
due to the low filling of the array [48,50,52], which is also the
regime that should show parity effects most clearly.

In the low bias regime, we interpret this crossover as
single isolated charges moving through the array largely

1Experimentally, one would assume that maximal disorder is
reached at η = 0.5 as tunneling of single charges can eliminate any
greater disorder during cool down. However, here we are finding
the degree of disorder required for numerical convergence in the
simulation, which reflects the ability of the system to escape from
local metastable states given the processes included in the simulation.
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FIG. 5. (Color online) (a) Fourier transform of the charge-charge
correlation function as a function of temperature. As the temperature
is increased, the mean transition rate and therefore the current also
increases. As the temperature is increased, correlated conduction
sets in soon after conduction itself begins. The ratio of correlation
frequency to current fpeak/I = e is consistent with the charge
carriers being single electrons. (b) The width of the correlation
peaks normalised by the position (the reduced line width) shows
a particularly clear signature of the parity effect. As a function
of temperature we see the reduced line width plateau above the
parity temperature (indicated with triangles for different values of
the superconducting gap).

independently. However, due to the background charge, the
effective parity of the islands they encounter varies and
therefore the slowest rate (the even-even rate) is the limiting
factor. The scaling behavior therefore mimics that of the even-
even rate below and above the parity temperature. At higher
bias, the transition from constant to �/kTe scaling illustrates
that the dominant tunneling events are associated with odd-odd
and odd-even processes. In this case the higher applied bias
pushes charges closer together, which increases the available
state space and the system can escape from even parity states,
which would otherwise limit conduction. Such a transition
from constant to �/kTe scaling was recently seen [61] in
zero-bias conductance experiments on flux tuneable Josephson
junction arrays, which suggests a thermal quasiparticle origin
for the temperature dependence of the conductance.

Recent experiments have demonstrated counting of individ-
ual electrons within a JJA [36,38], which raises the question of
whether signatures of parity can be seen in the charge-charge
correlations during transport. Even in conventional (normal)
conducting JJAs, there is strong interplay between applied
voltage and correlated transport (through the average charge

density). To focus on the role of parity, we compute the
charge-charge correlation function [32,50] on site number 15
of the array for a fixed applied voltage V = 2 mV, sampled
with a bandwidth of 5 MHz. As a function of temperature (at
fixed voltage) we see three distinct regions, see Fig. 5.

At very low temperatures and currents, we see no cor-
relation as the transport is too slow on the time scale of
the simulations. As the temperature and therefore current
increases, strongly correlated transport sets in with the corre-
lation peak frequency scaling linearly with current according
to I = efpeak, reflecting the fact that the charge carriers are
single electrons. Ultimately the amplitude of the correlation
peak reduces due to increasing charge noise at high currents,
showing a surprising similarity as a function of temperature to
the washout seen at high voltage bias [50].

More subtly, the role of the parity effect can be seen in
the reduced line width of the response, i.e., peak width/peak
position, as a function of temperature (inset to Fig. 5). Once
correlated transport sets in, the peak width reduces as a
function of increasing temperature until it reaches a constant
value when Te ≈ T ∗, which is largely independent of the value
of the superconducting gap. We can ascribe this step behavior
to the additional noise in the correlation signal due to the parity
effect, which effectively vanishes once Te reaches T ∗.

IV. CONCLUSION

Josephson junction arrays provide a tantalizing playground
for studying many-body effects as they are controllable,
artificial systems, which are truly one dimensional and yet
display correlation electron effects. It is therefore supremely
disappointing that experimental results to date can only be
explained qualitatively at best. An important contributor to
this situation is the difficulty in (experimentally) filtering
out or (theoretically) accounting for quasiparticle effects.
We have shown how to model the transition from many- to
single-quasiparticle excitations in multijunction circuits, in
particular we considered the quasiparticle parity in a consistent
way. Even when considering the limit of strongly disordered
offset charges, the crossover to the parity regime can be
observed in both the current-voltage characteristics and the
charge-charge correlation function.
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