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Defect complexes in congruent LiNbO3 and their optical signatures
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The structure and stability of defect clusters in LiNbO3, as well as their influence on the linear and nonlinear
optical susceptibilities, are calculated within density functional theory (DFT) using semilocal and hybrid
exchange-correlation functionals. In particular, the complexes modeling the Li shortage during the crystal
growth, the Li-vacancy model and the Nb-vacancy model, are examined in detail. It is found that clustering
significantly decreases the formation energies of all considered defects with respect to the dilute limit. The
Li-vacancy model is energetically preferred with respect to the total formation energy, while the Nb-vacancy
model has the lowest formation energy per single point defect. The independent-particle approximation based
on the hybrid DFT electronic structure describes the LiNbO3 optical response much better than semilocal DFT.
A further improvement between the calculated optical absorption and second-harmonic generation spectra with
experiment is achieved if the calculations take defect complexes into account. Nb antisite polarons give rise to
optical absorption within the band gap.
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I. INTRODUCTION

Ferroelectric lithium niobate (LiNbO3) possesses a series of
outstanding properties, such as high electro-optic coefficients,
high optical transparency in the near-infrared wavelengths,
high Curie temperature, and large nonlinear coefficients [1–5].
It has therefore been the material of choice for a large number
of optical applications, such as electro-optic modulators,
Q-switching, optical parametric oscillation, second-harmonic
generation, and surface acoustic wave devices [6,7]. Generally,
Li deficient LiNbO3 crystals with congruent composition
([Li]/[Nb] ≈ 0.94) grown by the Czochralski technique
are used in optical and acoustic devices [3,8]. In order to
maintain overall charge neutrality, the Li deficiency causes the
formation of further defects for charge compensation. Thus
the nonstoichiometry in congruent samples results in a large
number of intrinsic point defects and defect complexes, far
beyond concentrations typically realized by doping. While the
defect complexes are known to strongly modify the material’s
properties, e.g., the optical response [9,10], their detailed
compositions and atomic structures are largely unclear.

Three defect models have been proposed to describe the
shortage of Li during the growth [11–14]: lithium vacancies
charge compensated by an oxygen vacancy (2V−

Li + V2+
O ,

O-vacancy model), and niobium antisites compensated by
either niobium vacancies (5Nb4+

Li + 4V5−
Nb, Nb-vacancy model)

or lithium vacancies (Nb4+
Li + 4V−

Li, Li-vacancy model). The O-
vacancy model has been discarded, as the formation of oxygen
vacancies in LiNbO3 is energetically unfavorable [12–14]. On
the contrary, the Li deficiency has been shown to result in an
increase of the Nb concentration, leading to the formation of a
large number of NbLi antisites, whose existence was repeatedly
proved by structural studies [12–14]. The latter, being fourfold
positively charged, require charge compensation by Li or
Nb vacancies. The experimental determination of the precise
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defect configurations is complicated due to the complexity of
the ternary material as well as hindered by the fact that most of
the conceivable defect positions share the same C3 symmetry.
Theoretical work by Donnerberg et al. [15] as well as Xu
et al. [16] finds the Li-vacancy model to be energetically more
favorable than the Nb-vacancy model. Recent calculations for
single intrinsic LiNbO3 point defects [17] indicate that—
depending on the preparation conditions—Nb antisites, Li
vacancies, and Nb vacancies may coexist in lithium niobate.

Little is known on defect clustering effects. Xu et al. [18]
proposed a configuration for the Li-vacancy model in which
four lithium vacancies are located at the nearest-neighbor (NN)
sites around the niobium antisite. This arrangement is found
to be energetically more favorable than Kim’s model [19]
where the niobium antisite is surrounded by three NN lithium
vacancies and one additional lithium vacancy shifted along
the z direction. There is no generally accepted structure that
describes the Nb-vacancy model. Mixed models where both
Li and Nb vacancies compensate for the antisite were studied
by Xu et al. [18].

Almost all calculations of the LiNbO3 optical response,
e.g., Refs. [20–23], are performed for the stoichiometric
material, which is rarely used for applications. Riefer and
two of the present authors recently studied the influence of
point defects on the LiNbO3 optical response and concluded
that both the Li-vacancy model and the Nb-vacancy model
may account for part of the differences between the measured
optical response of congruent lithium niobate samples and
the spectra calculated for the stoichiometric material [5]. In
that work, however, the Li- and Nb-vacancy models were
approximated by a random arrangement of single point
defects and clustering effects were neglected.

The present work aims at a better understanding of (i) the
interaction between intrinsic LiNbO3 point defects and (ii)
their influence on the material’s optical response. There-
fore density-functional theory calculations are performed
on the geometries, formation energies, and cohesive ener-
gies of three charge-compensated defect complex models,
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namely 5Nb4+
Li + 4V5−

Nb (Nb-vacancy model), Nb4+
Li + 4V−

Li

(Li-vacancy model), and 2Nb4+
Li + 3V−

Li + V5−
Nb (mixed model).

Subsequently, the influence of the defect complexes on
the electronic properties, the frequency-dependent dielectric
function, and the second-order polarizability tensor of LiNbO3

are investigated.

II. METHODOLOGY

The present calculations employ the Vienna ab initio
Simulation Package (VASP) [24,25] implementation of DFT
in conjunction with the projector-augmented-wave (PAW)
formalism [26]. Thereby the Li 2s1, Nb 4p6 5s1 4d4, and O
2s2 2p4 states are treated as valence electrons. The electronic
wave functions are expanded in plane waves using an energy
cutoff of 400 eV. Hexagonal 3×2×2 supercells containing
540 atoms are used to model defect complexes. The Perdew-
Burke-Ernzerhof (PBE) functional [27] is used to model the
electron exchange and correlation (XC) within the generalized
gradient approximation (GGA). Hybrid DFT calculations were
performed for test purposes using hexagonal 2×2×1 120
atom supercells containing modeling isolated Nb antisites
NbLi, Li vacancies VLi, and Nb vacancies VNb. Thereby, we
use the Hyde-Scuseria-Ernzerhof (HSE06) functional [28,29],
where 25% Hartree-Fock exchange is included for short-
range interactions. Structural relaxation is performed using
0.01 eV/Å as the force convergence criterion. The Brillouin
zones of the 120 and 540 atom supercells are sampled with a
4×4×4 (2×2×2 for hybrid DFT) Monkhorst-Pack mesh [30]
and the � point, respectively.

The defect formation energies of a defect X with charge q

is dependent on the Fermi level position and is calculated as
[31,32]

Ef (Xq) = Etotal(Xq) − Etotal(bulk) +
∑

i

niμi

+ q(EF + Ev + �V ), (1)

where Etotal(Xq) is the total energy derived from a supercell
with defect X, Etotal(bulk) is the total energy of the defect-free
supercell, ni indicates the number of atoms of species i that
have been added or removed upon defect creation, and μi

are the corresponding chemical potentials. EF is the Fermi
level with respect to the bulk valence band maximum Ev ,
and �V aligns the reference potential in the defect supercell
with that in the bulk [31]. The chemical potentials μi depend
on the preparation conditions; see, e.g., Ref. [33]. In the
following we assume Nb-rich conditions (line CE in Fig. 2
in Ref. [17]), consistent with the Li-deficient composition of
congruent samples as well as earlier calculations [17]. The
cohesive energy of the complex X1X2...Xn, i.e., the energy
necessary to separate it into single defects X1, X2, ..., Xn, is
obtained from the formation energies

Ec[(X1 . . . Xn)q] = Ef [(X1 . . . Xn)q] −
n∑

1

Ef

(
Xqn

n

)
, (2)

where q = q1 + q2 + · · · + qn. A negative cohesive energy
corresponds to a stable complex.

To assess the defect energetics at finite temperatures, the
free energy F = E − T S rather than the total energy E should
be considered. The electronic entropy, negligible here due

to the large LiNbO3 band gap, the lattice vibrations, and
the configuration entropy contribute to F . The configuration
contribution may be expected to be the most important in the
present context, where structures with largely different num-
bers and configurations of point defects need to be compared.
It is calculated in this work according to Boltzmann’s entropy
formula

S = kB ln W, (3)

where kB is the Boltzmann constant, and W is the number
of defect cluster configurations in the LiNbO3 lattice. W is
approximated here by multiplying the possible combinations
of each defect type building the cluster. Considering the largest
used 540-atom supercell, containing 108 Li, 108 Nb, and
324 oxygen atoms, the W are calculated with the binomial
coefficients Ck

n as

W (NbLi + 4VLi) = C1
108C

4
107,

W (5NbLi + 4VNb) = C5
108C

4
108,

W (2NbLi + VNb + 3VLi) = C2
108C

1
108C

3
106,

and result in configurational entropy values of 0.0017, 0.0027,
and 0.0022 eV/K, respectively. The largest entropic contribu-
tion to the free energy value is calculated for the 5Nb4+

Li + 4V5−
Nb

complex in the 540-atom cell: There it amounts to about 0.8 eV
at room temperature, which is still considerably smaller than
the cluster formation energy of 14.23 eV.

The periodic boundary conditions applied here cause
interactions between the defect and its periodic images
[32,34–38]. These artificial interactions represent a major
issue in the simulation of isolated defects. The corresponding
error can be minimized by charge correction schemes or by
an extrapolation to infinite cell dimensions as described in
Ref. [17]. The situation is different, however, if defect clusters
modeling the congruent crystal compositions are investigated.
Our 540-atom cells model a Li deficiency of 3.7 mol %, which
is a realistic representation of the Li shortage of congruent
crystals. While strain effects can be considered negligible in
our large cells, the electrostatic interactions between periodic
images mirror real interactions between the defect clusters
in congruent samples. Nonetheless, in order to estimate the
magnitude of the electrostatic interactions, we have calculated
the formation and binding energy for a test system, the Nb4+

Li -
V−

Li defect pair, as a function of the defect-defect distance for
supercells of various size containing from 120 to 540 atoms.
The largest energy deviation amounts to 0.08 eV, which can be
considered an upper limit of the error bar in our calculations.

Based on the relaxed atomic structures obtained for the
various defects considered here, the dielectric function ε(ω) as
well as the second-harmonic generation (SHG) tensor χ

(2)
αβγ (ω)

in dependence on the photon energies �ω is obtained. These
calculations are performed within the independent-particle ap-
proximation [39–41] based on the electronic structure obtained
within DFT-GGA or hybrid DFT. The SHG coefficients are
obtained from the two- and three-band contributions according
to Refs. [42–44] using the implementation by Riefer et al.
[5]. All valence and conduction states within 30 and 25 eV,
respectively, from the valence band maximum are included in
the calculations. The Brillouin zone sampling has been done
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FIG. 1. (Color online) Nearest-neighbor (NN) sites to Nb4+
Li in

the Li (a) and Nb (b) sublattices of LiNbO3. Large light blue, dark
blue, yellow, violet, and green balls indicate the 1NN, 2NN, 3NN,
4NN, and 5NN sites. Distances are given in Å. Small white and gray
balls represent Li and Nb atoms, respectively.

with 6 × 6 × 6 and 4 × 4 × 4 k-point meshes and the � point,
respectively, for LiNbO3 bulk calculations as well as 120 and
540 atom cells.

III. RESULTS AND DISCUSSION

A. Structures and energetics

The large number of defect cluster configurations does not
allow for a complete energy comparison of all conceivable
structural models. Therefore we proceed step by step, starting
with a niobium antisite and add subsequently further defects,
each in the respective lattice position that minimizes the cluster
formation energy. This procedure clearly is not guaranteed
to result in the global energy minimum, but in fact yields
cluster configurations that are lower in energy than previously
suggested models.

The niobium antisite and lithium vacancy lie on the Li
sublattice, while the niobium vacancy is on the Nb sublattice.
Thus, in first approximation, the cationic sublattice is relevant
for the charge compensation mechanisms. In Fig. 1 the
nearest-neighbor (NN), second-nearest-neighbor (2NN), third-
nearest-neighbor (3NN), fourth-nearest-neighbor (4NN), and
fifth-nearest-neighbor (5NN) sites to a niobium antisite in the
Li and Nb sublattices of lithium niobate are shown. It can be
seen that the niobium antisite has 6 (1) equivalent NN sites,
6 (3) equivalent 2NN sites, and 6 (3) equivalent 3NN sites on
the Li (Nb) sublattice. The difference is due to the fact that the
niobium antisite belongs to the Li sublattice, the vertical shift
of which with respect to the Nb sublattice reduces the number
of the equivalent neighboring sites.

1. Defect pairs

The distance-dependent formation and binding energy of
Nb4+

Li -V5−
Nb, Nb4+

Li -V−
Li, and Nb4+

Li -Nb4+
Li pairs is shown in Fig. 2.

The respective charge states of these defects are the most stable
ones for the majority of Fermi-level positions [17].

The Nb4+
Li antisite bonds to a V−

Li at its NN and 2NN sites
as a stable complex due to their negative binding energies
(black line). In particular, a V−

Li at the 2NN site has the lowest

FIG. 2. (Color online) Calculated formation energies (a) and
binding energies (b) of defect pairs in dependence on their distance.
The calculated error bars are shown in the inset. The Fermi energy is
assumed to correspond to the valence band maximum.

formation energy (1.1 eV) and highest (negative) binding
energy of all Nb4+

Li -V−
Li pairs. The binding energy of Nb4+

Li -V−
Li

pairs beyond the 2NN shell is within the estimated error bar
of our calculations.

The Nb4+
Li -V5−

Nb pairs have the highest formation energies
(larger than 5 eV) and largest (negative) binding energies
among the defect pairs considered here. The high formation
energy is due to the large strain caused by V5−

Nb; see Ref. [17].
The strong bonding of Nb4+

Li -V5−
Nb results from electrostatics,

which causes an attractive interaction for all distances. The
strongest bonding occurs for 2NN pairs.

Nb4+
Li pairs, in contrast, repel each other due to their

Coulomb interaction. Both the pair formation energies and
the repulsion decrease with distance. Values labeled by ∞
represent the limiting case of isolated defects. Considering
isolated Nb4+

Li defects, no clustering should be expected. This
may change, however, due to the attractive interaction caused
by additional V−

Li or V5−
Nb defects, as will be investigated below.

2. Cluster models

Charge-compensated clusters are set up here defect by
defect starting from a Nb4+

Li -V−
Li or Nb4+

Li -V5−
Li pair. Further

defects are then subsequently added, each in the position that
minimizes the formation energy. Taking the Li-vacancy model
as an example, we first put V−

Li at the NN and 2NN sites of
Nb4+

Li , since they have similar formation and binding energies.
Additional V−

Li defects are used to probe the energetics of
the remaining NN and 2NN sites to find the most stable
Nb4+

Li + 4V−
Li cluster configuration. 3NN and 4NN vacancies

are not considered due to their small binding energy (see
Fig. 2). In the case of 5Nb4+

Li + 4V5−
Nb and 2Nb4+

Li + V5−
Nb + 3V−

Li

models, where more than one Nb4+
Li occurs, all NN sites of all

Nb4+
Li defects were examined. The most stable configurations

found this way for the Nb-vacancy model (5Nb4+
Li + 4V5−

Nb),
the Li-vacancy model (Nb4+

Li + 4V−
Li), and the mixed 2Nb4+

Li +
V5−

Nb + 3V−
Li model are shown in Fig. 3.

In case of the energetically favored Nb4+
Li + 4V−

Li complex
found here, one V−

Li is located at the Nb4+
Li NN, and the
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FIG. 3. (Color online) Side and top view of the energetically
most favored defect complexes. Large green balls, black circles, and
blue circles indicate Nb antisite, Li and Nb vacancies, respectively.
Small gray, white, and red balls represent Nb, Li, and O atoms,
respectively. The arrows indicate the structural relaxation.

remaining three are at 2NN sites; see Fig. 3, left-hand side.
The present Li-vacancy model thus differs both from the one
reported by Xu et al. [18], where four V−

Li are located at NN
sites, and also from Kim’s model [19], where the niobium
antisite is surrounded by three lithium vacancies in the NN
positions and one lithium vacancy is separated from the cluster
by a shift along the z direction. These two models from the
literature were probed here for an energetic comparison. It is
found that Xu’s and Kim’s models are 0.16 and 0.27 eV less
stable than the present model, respectively, consistent with the
finding of Ref. [18] that the former is 0.16 eV more stable than
the latter. The present Li-vacancy model does not preserve the
crystal C3 symmetry, due to the V−

Li at the NN site, which
leads to a small nonaxial polarization component. However,
averaging over many microscopic cluster configurations, the

polarization components orthogonal to the bulk polarization
will vanish for finite samples.

Three Nb4+
Li of the present 5Nb4+

Li + 4V5−
Nb complex are

located at the Nb4+
Li NN sites, while one Nb4+

Li is at the 2NN
site; cf. Fig. 3, middle. The four V5−

Nb thus occupy the NN and
2NN sites of the same Nb4+

Li . This is different from the model
of Ref. [16], where four Nb4+

Li as well as the four V5−
Nb are at

the NN sites of the same Nb4+
Li .

Since Nb vacancies are expected for specific preparation
conditions [17], we also study one model where the antisite-
induced charge imbalance is partially compensated by Li
vacancies as well as by Nb vacancies. The energetically most
stable configuration modeling this situation is shown in Fig. 3,
right-hand side. Due to the electrostatic repulsion between
V−

Li and V5−
Nb, it is rather extended. Also, it breaks the crystal

symmetry and is characterized by a large lattice deformation.

3. Defect energetics

The formation energies of the defect complexes calculated
here are compared with previous findings in Table I. In the case
of systems that are not fully charge compensated the formation
energies depend on the Fermi level position EF within the band
gap. As one might expect, the formation energy of the cluster
increases generally with increasing number of point defects
constituting the complex: In terms of the total formation
energy, the Nb4+

Li charge compensated by 4V−
Li is more

favorable than 5V5−
Nb compensated by 4V5−

Nb. The energy of the
neutral cluster of 2Nb4+

Li , 3V−
Li, and V5−

Nb lies in between. The
energetic ordering of the clusters as well as of the single defects
calculated here agrees with previous findings [13,16,45,46].
The specific formation energies are quite different, however.
This does not only hold for shell model and empirical potential
calculations, but also for previous DFT results [16] that predict
a negative formation energy for the Li-vacancy model, see
Table I, in contrast to the present findings. This difference may
be related to the different cell size or cluster configuration.

TABLE I. Calculated defect formation energies Ef and cohesive energies Ec (in eV) for various defect complexes under Nb-rich condition,
compared with previous calculations. Edilute

f indicates the formation energy in the dilute solution limit. EF denotes the Fermi level position in
the band gap.

Defect Ef Edilute
f Ec Ef (Edilute

f ) in Ref.

Nb4+
Li + V−

Li 1.12+3EF 4.65+3EF −3.53
Nb4+

Li + 2V−
Li 3.58+2EF 7.61+2EF −4.03

Nb4+
Li + 3V−

Li 6.17+EF 10.57+EF −4.40
Nb4+

Li + 4V−
Li 8.76 13.53 −4.77 −4.90 (−6.50) [PAW-GGA] [16,18]

Nb4+
Li + V5−

Nb 5.60−EF 12.16−EF −6.56
2Nb4+

Li + V5−
Nb 2.75+3EF 13.86+3EF −11.11

2Nb4+
Li + 2V5−

Nb 9.92−2EF 24.32−2EF −14.40
3Nb4+

Li + 2V5−
Nb 7.69+2EF 26.02+2EF −18.33

3Nb4+
Li + 3V5−

Nb 13.76−3EF 36.48−3EF −22.72
4Nb4+

Li + 3V5−
Nb 10.81+EF 38.18+EF −27.37

4Nb4+
Li + 4V5−

Nb 18.14−4EF 48.64−4EF −30.50
5Nb4+

Li + 4V5−
Nb 14.23 50.34 −36.11 18.27 [PAW-GGA] [16]

2Nb4+
Li + V5−

Nb + V−
Li 5.03+2EF 16.82+2EF −11.79

2Nb4+
Li + V5−

Nb + 2V−
Li 7.46+EF 19.77+EF −12.31

2Nb4+
Li + V5−

Nb + 3V−
Li 10.01 22.73 −12.72
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FIG. 4. (Color online) Formation energies of single defects
Nb4+

Li , V−
Li, and V5−

Nb in the bulk and in the corresponding defect
complexes as a function of Fermi energy. Equivalent lattice sites in
the crystal bulk may become nonequivalent within a defect cluster,
resulting in lattice-site-dependent formation energies. The shaded
regions indicate the corresponding formation energy range.

The cluster formation energies calculated here are con-
siderably lower than the sum of the formation energies of
the respective isolated constituents. The energy difference
is the cluster cohesive energy, which amounts to 4.77 eV
and 36.11 eV in the case of the Li- and Nb-vacancy model,
respectively. Similarly to the formation energy, the cohesive
energy grows with the number of single defects that constitute
the complex. Therefore, the Nb-vacancy model has the largest
cohesive energy.

A meaningful stability criterion is given by the comparison
of the formation energy of single point defects within a defect
complex and in the dilute limit. The respective values for
Nb4+

Li , V−
Li, and V5−

Nb defects in the three investigated defect
complexes and in the dilute limit are shown in Fig. 4. All the
defects considered here have lower formation energy within
the complex in comparison to the isolated case. The energy
gain for V−

Li amounts to 0.4 eV in both the Li-vacancy model
and in the mixed model. Far larger energy gains of more than
3 eV are realized for both Nb4+

Li and V5−
Nb when they are formed

within the Nb-vacancy model and in the mixed model. This
reflects the high cohesive energies shown in Table I. These
large energy gains are on the one hand due to the Coulomb
attraction between oppositely charged point defects within
the cluster, and, on the other hand, due to favorable lattice
relaxation. In the vast majority of LiNbO3 samples the Fermi
energy lies within the lower half of the fundamental band gap.
As can be seen in Fig. 4, for low values of the electron chemical
potential the calculated antisite Nb4+

Li formation energy is

negative, i.e., the formation of antisites is favorable, in accord
with the experimental findings for congruent LiNbO3.

However, a word of caution is in order when interpreting
the defect energies calculated here. In particular the use of
a semilocal XC functional limits the predictive power of
the calculations: Hybrid DFT calculations are expected to
decrease the formation energy for Nb4+

Li by about 7 eV, and
increase it by about 1 and 4 eV for V−

Li and V5−
Nb, respectively

[17]. Using smaller 120-atom supercells modeling the charge
compensation by Li vacancies, we have verified that the
changes predicted for isolated defects are roughly transferable
to the defect complexes, where they cancel out to a large extent.
Nevertheless, the use of hybrid DFT—presently not applicable
to large defect clusters—will obviously modify the calculated
energies, at least quantitatively.

B. Defect states and optical response

The lithium niobate electronic bands below and above
the fundamental band gap are determined by O 2p and Nb
4d states. The corresponding densities of states (DOS) for
stoichiometric LiNbO3 (SLN) as well as single point defects
and defect clusters considered here are shown in Fig. 5.
Compared to the ideal crystal, V−

Li, but in particular Nb4+
Li

and V5−
Nb, gives rise to a downshift of Nb 4d states below the

bulk conduction band minimum (CBM). At the same time, the
density of O 2p at the valence band maximum is reduced.
Again, this effect is most pronounced for Nb4+

Li . Only by
changing the charge state of the Nb antisite, i.e., formation
of small polarons Nb3+

Li or bipolarons Nb2+
Li , additional states

are introduced in the upper half of the fundamental band
gap. Note that the latter calculations, shown in Fig. 5(c),
are performed within hybrid DFT, in order to describe the
localization of the polaron and bipolaron states correctly.
Therefore the employed 120-atom supercells mirror higher
defect concentrations. The DOS signatures of single point
defects also show up in the modification of the electronic
properties of the charge-compensated defect models studied
here. A downshift of states at the CBM is observed that is most
pronounced for the mixed and the Nb-vacancy model. These
two models also give rise to the strongest DOS depletion at
the VBM. Generally, a peak broadening occurs for the defect
complexes in comparison to the ideal material (in gray in
Fig. 5).

The defect implications on the LiNbO3 linear optical
response are shown in Fig. 6. Experimentally, lithium niobate
shows two main absorption bands, at around 5 and 9 eV
[47]. These features are reproduced by DFT calculations, at
energies that are about 2 eV lower, however. The inclusion
of quasiparticle effects within the GW approximation and
electron-hole attraction as well as local-field effects has been
shown to result in an excellent agreement between measured
and calculated data [5,20]. Such many-body perturbation
theory (MBPT) calculations, however, are presently out of
reach for the supercell sizes considered here. Therefore the
present calculations are performed within the independent-
particle approximation, based on either the DFT-GGA or the
hybrid DFT electronic structure. From the comparison of the
GGA and hybrid DFT bulk spectra with experiment shown in
the upper panel of Fig. 6, one sees that the latter corrects at
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FIG. 5. (Color online) Calculated LiNbO3 density of states projected on O 2p (shadows) and Nb 4d (lines). DFT-GGA calculations for
single point defects and defect complexes are shown in (a) and (b), while hybrid DFT calculations for Nb antisite polarons are shown in (c).

FIG. 6. (Color online) Calculated extraordinary (left) and ordinary (right) optical absorption for bulk LiNbO3 as well as single defects and
defect complexes in comparison with experimental data [47]. The calculations were performed within the independent-particle approximation
based on either the DFT-GGA or the hybrid DFT electronic structure, as indicated.
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least one shortcoming of the former: The calculated adsorption
features are blueshifted and now agree with experiment within
about 0.5 eV. On the other hand, a sharpening of the peak
structure occurs. This holds in particular for the high-energy
absorption feature that arises from transitions between O 2p
valence states and conduction states above 9 eV, but also
for first shoulder close to the absorption onset. The fact that
similar line shape changes are observed in MBPT calculations
[5] suggests that they are not simply artifacts due to the
hybrid DFT applied here. On the other hand, experimentally
no peak splitting in the first absorption band occurs, and
also the high-energy feature is broader than calculated here.
Since the experiments are done for congruent material, while
the calculations refer to stoichiometric lithium niobate, the
differences might be related to material defects.

In order to address this possibility we explore the influence
of single point defects as well as defect complexes on the
optical absorption. Since the modeling of defect complexes
requires large 540-atom supercells, the calculations are per-
formed using DFT-GGA. As can be seen in Fig. 6, the optical
absorption of LiNbO3 is barely affected by V−

Li, while Nb4+
Li

and in particular V5−
Nb wash out the double-peak structure of

the first absorption band, most notably for ε‖, smooth the
second absorption feature, and lead to a redshift of the optical
excitation energies of the order of 0.2 eV, especially for ε⊥. In
order to better understand the respective influence of lattice
deformations and electronic structure modification due to
point defects on the optical response, we performed additional
calculations for single defects. The Nb4+

Li point defect creation
without lattice relaxation gives rise to Nb 4d states close to the
VBM that shift in response to the lattice relaxation close to
the CBM. The optical transitions from the host valence band
to the Nb 4d defect states are thus shifted from about 0.5 eV
for the frozen lattice to the first absorption peak at about 4 eV
for the structurally relaxed defect. Here they add oscillator
strength to the spectrum, which leads in the case of ε⊥ to a
reversal of the respective height of the two features constituting
the first double peak. For the other point defects, in particular
for V5−

Nb, it is found that electronic and structural effects on the
optical response intertwine in a similar way.

The point defect signatures can still be recognized in the
optical response calculated for charge-compensated congruent
crystals: Since V5−

Nb most strongly influences the optical
response, the calculations for the Nb-vacancy model yield
stronger differences to the stoichiometric LiNbO3 data than the
calculations for the Li-vacancy model and the mixed model.
The disappearance of the double-peak structure in particular is
most notable in the case of the Nb-vacancy model. The results
obtained here for the optical response of energy-minimized
charge compensation models are very similar to previous
calculations [5], where deviations from the stoichiometric
composition were modeled with a random arrangement of
point defects. Obviously, the mutual interaction of the point
defects within the defect cluster has little influence on the total
optical response, at least for the defects studied here. Overall,
all models representing the congruent composition change the
absorption of the stoichiometric material in a similar way: We
find a small redshift of the optical absorption accompanied by
a smoothening of the absorption fine structure. Given that both

the hybrid DFT data presented here as well as earlier MBPT
calculations [5] differ from the experiment by means of (i) a
small blueshift of a few tenths of one eV and (ii) a fine structure
not resolved experimentally, this indicates that the neglect of
point defects at least partially accounts for the discrepancies
between simulations and measurements. However, at this point
one has to be cautious, as many-body effects not considered
here may strongly affect localized defect electronic states.

The lithium niobate optical response may also be influenced
by small polarons and bipolarons, i.e., electrons trapped at
Nb4+

Li [17,48,49]. We calculated their optical absorption using
hybrid DFT, in order to describe the localized electronic states
more realistically than within semilocal XC functionals. The
results are shown in the lower panel of Fig. 6. Compared
to the ideal bulk spectrum, the onset of the main optical
absorption band is redshifted by about 0.2 eV, both for Nb4+

Li

as well as for the small polaron Nb3+
Li and the bipolaron Nb2+

Li .
The former finding simply confirms our DFT-GGA results
discussed above. This redshift is related to defect-induced
empty states at about 0.2 eV below the CBM that can be
seen in the DOS shown in Fig. 5(a). If one electron is trapped
at Nb4+

Li , the corresponding state is lowered in energy by about
0.5 eV; see Fig. 5(c). The transitions from this defect state
to the conduction band give rise to optical absorption for
photon energies up to about 2.5 eV for the small polaron.
If another electron is trapped, a small bipolaron forms, that is
characterized by strong structural relaxation [50]. This causes
a further downshift of the defect states [cf. Fig. 5(c)] that now
gives rise to optical absorption for photon energies between
about 1 and 3.5 eV, i.e., blueshifted with respect to the small
polaron absorption.

Finally, we investigated the defect influence on the second-
harmonic generation (SHG) coefficients. The calculated 31
and 33 components (real parts) of the SHG tensor are compared
with the available experimental data [6,51–58] in Fig. 7.
Thereby χ

(2)
αβγ (ω) spectra were calculated for the stoichiometric

material as well as for single point defects and congruent
crystal models. The calculations were done within DFT-GGA,
and, in the case of stoichiometric LiNbO3, within hybrid DFT.
The latter spectra are blueshifted by about 0.8 eV and show
an overall lower intensity, in particular for the 33 component.
Considering first the stoichiometric LiNbO3 calculations, the
hybrid DFT values are much closer to the experimental data
than the DFT-GGA results. This is particularly evident for the
33 component. However, while using hybrid DFT considerably
reduces the calculated optical nonlinearities, they are still
larger than most of the measured values. Again, defects could
be a possible explanation. Indeed, similar to the calculated
linear absorption spectra, single point defects, in particular
Nb4+

Li and V5−
Nb, broaden the spectral signatures and reduce the

signal strength. This trend is suitable to improve the agreement
between the calculated and the measured nonlinearities. In
particular the 33 component calculated for photon energies of
about 1 eV, where a number of experimental data are available,
gets much closer to the experimental value when assuming
the Nb-vacancy model rather than stoichiometric crystals for
the calculation. However, this seemingly good agreement
should not be overrated: On the one hand, excitonic effects
neglected here are expected to influence the SHG spectra [44].

174106-7



YANLU LI, W. G. SCHMIDT, AND S. SANNA PHYSICAL REVIEW B 91, 174106 (2015)

FIG. 7. (Color online) Calculated 31 and 33 χ (2)(ω) tensor components for bulk LiNbO3 as well as single defects and defect complexes in
comparison with experimental data [6,51–58]. The calculations were performed within DFT-GGA or hybrid DFT, as indicated.

On the other hand, experimental data covering a larger energy
window rather than single frequencies are required for a really
conclusive and meaningful experiment-theory comparison.

IV. CONCLUSIONS

Semilocal as well as hybrid DFT calculations were per-
formed in order to determine the structure and energetics as
well as the optical properties of single point defects and defect
complexes in lithium niobate. Clustering effects are found
to considerably reduce the formation energies of intrinsic
LiNbO3 point defects. In particular the energy required to
form Nb antisite and Nb vacancies within charge-compensated
defect complexes is reduced by several electronvolts. From the
cluster defect formation energies calculated here we expect
a variety of charge compensation mechanisms rather than a
single specific configuration to occur in congruent lithium
niobate samples. The calculation of linear and nonlinear

optical response functions within hybrid DFT leads to a
notably better agreement with the measured data than corre-
sponding calculations within DFT-GGA. A further improve-
ment between simulation and experiment can be expected from
the extrapolation of the GGA calculations for defect complexes
to the hybrid DFT electronic structure: Generally, the point
defects lead to a broadening of the spectral signatures and
reduce the sign strength, both for the linear and SHG spectra.
This holds in particular for Nb vacancies. Small polarons and
bipolarons trapped at Nb antisite defects give rise to electronic
states in the lithium niobate fundamental gap and cause optical
absorption for low-energy photons.
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