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Structure and energy of point defects in TiC: An ab initio study
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We employ first-principles calculations to study the atomic and electronic structure of various point defects
such as vacancies, interstitials, and antisites in the stoichiometric as well as slightly off-stoichiometric Ti1−cCc

(including both C-poor and C-rich compositions, 0.49 � c � 0.51). The atomic structure analysis has revealed
that both interstitial and antisite defects can exist in split conformations involving dumbbells. To characterize
the electronic structure changes caused by a defect, we introduce differential density of states (dDOS) defined
as a local perturbation of the density of states (DOS) on the defect site and its surrounding relative to the
perfect TiC. This definition allows us to identify the DOS peaks characteristic of the studied defects in several
conformations. So far, characteristic defect states have been discussed only in connection with carbon vacancies.
Here, in particular, we have identified dDOS peaks of carbon interstitials and dumbbells, which can be used for
experimental detection of such defects in TiC. The formation energies of point defects in TiC are derived in the
framework of a grand-canonical formalism. Among the considered defects, carbon vacancies and interstitials are
shown to have, respectively, the lowest and the second-lowest formation energies. Their formation energetics are
consistent with the thermodynamic data on the phase stability of nonstoichiometric TiC. A cluster type of point
defect is found to be next in energy, a titanium [100] dumbbell terminated by two carbon vacancies.
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I. INTRODUCTION

Transition-metal (TM) carbides and nitrides combine prop-
erties typical of ceramics (high melting point, great hardness,
good wear, and corrosion resistance) with the properties typical
of metals (high electrical and thermal conductivity) [1,2]. This
combination of properties makes TM carbides and nitrides
highly suitable materials for cutting-tool applications [3,4].
Titanium carbide, TiC, is the best-studied case, and is often
considered to be a prototype compound, of the whole family
of cubic TM carbides and nitrides [5–9]. Titanium carbide is
used for making hard coatings, as a hard phase in composite
materials, and is also attractive for applications in catalysis [10]
and in the aerospace industry [4,7].

TiC crystallizes in the NaCl-type structure with the ideal
stoichiometric ratio (1:1) between the components. In practice,
however, the full stoichiometry is difficult to reach, because
carbon vacancies can be stably present in TiC (the fraction of
vacant carbon sites may reach 50%) [11,12]. The nature of
chemical bonding in TM carbides and their structural stability
have been studied theoretically using ab initio calculations
calculations, concluding that the bonding in these compounds
may be described as a mixture of covalent, ionic, and
metallic types. A number of comprehensive reviews can be
found [13–17]. The bonding in TiC is prevailingly covalent
near the stoichiometric composition [18–23], whereas at large
deviations from stoichiometry (corresponding to a decreased
carbon content) the metallic component of bonding becomes
more pronounced [13,14]. This variation of chemical bonding
with composition underlies the effect of carbon vacancies on
the physical, chemical, and mechanical properties of titanium
carbide [3,24–28].
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Experimental studies using electron spectroscopy [29,30],
electron diffraction [11], x-ray diffraction [31–33], and neu-
tron scattering [34–36] have mostly been focused on the
properties of carbon vacancies which are the most abundant
point defects in substoichiometric TiC1−x , where x is the site
fraction of carbon vacancies. A limited amount of experimental
information is available on the properties of other point
defects in TiC. For instance, experimental evidence has been
found for the trapping of positrons at vacant Ti sites in
slightly substoichiometric polycrystalline TiC [37] and for the
presence of interstitial carbon atoms in near-stoichiometric
TiC thin films prepared by plasma deposition [38,39].

The situation with theoretical studies of point defects in
TiC and related compounds is similar: The greatest attention
and computational effort have been devoted to nonmetal
vacancies. Nonmetal vacancies have been reported to induce
so-called vacancy states in the pseudogap between the bonding
and the antibonding states in the electronic structure of
substoichiometric TiC and TiN [24–26]. Theoretical analyses
based on the tight-binding (TB) approach have revealed
the origins of stability of carbon vacancies in TiC [40,41].
Interaction and ordering of nonmetal vacancies in titanium car-
bonitride have been extensively studied using ab inito-based
modeling approaches [42–45] to complement the systematic
experimental studies of vacancy ordering in refractory carbides
and nitrides.

Intrinsic point defects other than nonmetal vacancies in
TiC and related compounds have been mostly neglected,
partly due to their high formation energies [46,47]. How-
ever, a systematic ab initio study of intrinsic point defects
has been undertaken [48], which included vacancies and
interstitials (including split interstitial geometries), as well
as their complexes. High migration barriers for the carbon-
vacancy and titanium-vacancy exchanges in TiC have been
computed [47,48]. While the calculated interactions between
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two identical point defects in TiC are mostly repulsive at
close distances, strong binding between a metal vacancy and a
carbon vacancy in TiC and ZrC has been found [48,49]. This
interaction lowers the formation energy of a metal vacancy
in the substoichiometric carbides by about 5 eV for the
configuration where one metal vacancy is fully surrounded
by six carbon vacancies [49].

In this paper, ab initio calculations based on density
functional theory [50,51] are employed to study the structure
and formation energies for an extended list of point defects in
titanium carbide that includes titanium VaTi and carbon VaC

vacancies, titanium TiC and carbon CTi antisite defects, as well
as titanium TiI and carbon CI interstitials. For the antisites
and interstitials, symmetric (site-centered) and asymmetric
(off-center) positions have been considered, as well as confor-
mations involving dumbbells (two atoms sharing a lattice site),
TiD ≡ {2Ti}Ti and CD ≡ {2C}C, in two orientations, [100] and
[110]. A database of calculated properties (relaxed geometry,
electronic structure, and defect formation energy) of these
defects in near-stoichiometric TiC is thus obtained, which may
be useful for atomistic and multiscale modeling, as well as
for experimental characterization of point defects in titanium
carbide. In this paper we use the calculated defect formation
energies to make a qualitative analysis of constitutional and
thermal point defects in TiC.

II. COMPUTATIONAL METHODS

The electronic and atomic structure of native point defects
in TiC, as well as their formation energies, were calculated
using density functional theory (DFT) and the projector
augmented wave (PAW) method [52,53], as implemented in
the Vienna Ab-initio Simulation Package (VASP) [54–56]. The
total energies of the pristine and defected TiC supercells were
obtained in the generalized gradient approximation (GGA)
using the PBE functional formulated by Perdew, Burke, and
Ernzerhof [57]. Within PAW, the Ti-3d, Ti-4s, C-2s, and C-2p

states were treated as valence states, while the Ti-3s and Ti-3p

semicore states were kept frozen. A cutoff energy of 400 eV
was used in all calculations. Such important parameters as
the supercell size and the k-point mesh density were already
tested in a previous study [49]. It was found that a 216-site
supercell with a 5 × 5 × 5 Monkhorst-Pack k-point mesh was
large enough to achieve acceptable precision. For the Brillouin
zone integration, the first order of the Methfessel-Paxton
method [58] with a 0.05-eV width was applied, in which the
maximum entropy term value of 1 meV per atom had been
achieved. In order to obtain accurate density of states (DOS),
a much denser k-point mesh (9 × 9 × 9) was used together
with the Gaussian smearing method and a width of 0.1 eV.
The convergence criteria were set to be 10−5 eV for the total
energy and 10−2 eV/Å for the forces. The ionic positions were
allowed to relax in all cases.

III. ATOMIC AND ELECTRONIC STRUCTURE
OF POINT DEFECTS

In this section, the calculated changes in the atomic and
electronic structure of TiC due to native point defects will
be presented and discussed. For the purpose of plotting the

atomic structures, the VESTA package [59] has been exploited.
When doing the calculations, we started our consideration
with six basic point defect species in TiC in their simplest
(symmetric) conformations: two kinds of vacancies, VaC and
VaTi, two antisite defects, TiC and CTi, and two interstitial
atoms, TiI and CI. By breaking the symmetry around each
defect in several different ways, we checked whether an
asymmetric conformation of this defect may be mechanically
stable. An asymmetric form of carbon interstitial (C′

I) has
thus been identified. In addition, split interstitial and split
antisite conformations involving dumbbells oriented along the
〈100〉 and 〈110〉 crystallographic directions have been found
to be mechanically stable for both carbon and titanium. Our
search for the stable and metastable conformations of point
defects was simplified by the symmetry of the TiC crystal
lattice, as well as by the fact that many of the conformations
were known from a previous study [48]. In a general case,
one would have to explore the potential energy landscape
for every defect, by sampling the configurational space using
either a regular grid [60] or an automated technique such as
metadynamics [61], to locate the energy minima.

Information about the electronic structure can provide use-
ful insights into the origins of mechanical stability or instability
of various point defects and point-defect arrangements. Also,
if a defect forms very characteristic electron states (such as
defect levels in semiconductors), these states can be used to
detect the presence of the defect in the material and even to
quantify the defect concentration, by spectroscopic methods.
As mentioned in the Introduction, the instructive and clear
electronic structure data for point defects (other than carbon
vacancies) in TiC are lacking. The electronic structure data
obtained in this work indicate that such point defects as carbon
interstitials or dumbbells in TiC do form detectable electron
states in the forbidden energy regions. This result enables
spectroscopic studies of these defects which, according to our
analysis of total energies presented in Sec. IV C, can be formed
thermally or produced by irradiation in TiC.

When the defects are modeled using large supercells,
a direct comparison of the total DOS of a defect-bearing
supercell with that of pristine TiC does not allow to clearly see
the characteristic peaks of the defects, as has been discussed
previously [48]. Therefore, we construct a differential density
of states (dDOS), �ns(E), defined as the sum of projected
DOS nis (E) on sites is (s = Ti,C) in the region perturbed by
defect α (the perturbed region is chosen to include the defect
site and two coordination shells of atoms around it) minus
the reference DOS n0,s(E) projected on the Ti and C sites
situated as far as possible from the defect site in the same
supercell:

�ns(E) =
Nα

s∑
is=1

[
nis (E) − n0,s(E)

]
. (1)

Here Nα
s are the numbers of Ti and C atoms included in

the perturbed region, and E is the electron energy relative
to the Fermi level EF . Under such a definition, the states
that are created as a result of formation of a defect (so-called
defect states) will be seen as positive peaks at a certain energy,
whereas the host states that are annihilated upon the formation
of the defect will be seen as negative peaks of the dDOS. The
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FIG. 1. (Color online) Calculated total DOS (black line) and site-
projected DOS of pristine TiC. The Ti states are shown in blue and
those of C in red. The energy is given relative to the Fermi level EF

(green dashed line). Vertical black dashed lines indicate the edges
(top ET or bottom EB ) of the lower (region I) and the upper (regions
II and III) valence bands.

majority of electron states of the supercell are not perturbed
by the defect, and their contributions to dDOS will cancel out,
which simplifies the analysis.

Before exploring the calculated dDOS for various defects,
let us review the total DOS and site-projected DOS of the
pristine TiC plotted in Fig. 1; the latter would be the reference
DOS, term n0,s in Eq. (1), for an infinitely large supercell. As
has been shown previously [20,62,63], three typical energy
regions in the band structure of TiC can be identified: region
I (also referred to as the lower valence band), the states
below −9 eV, which are dominated by C-2s states; region
II (bonding part of the upper valence band), showing strong
peaks due to hybridization between Ti-3d and C-2p states
below the EF ; as well as region III (antibonding part of
the upper valence band) showing the strong hybridization
peaks above the EF . In region II, the most prominent Ti-C
hybridization peak is situated around −2.5 eV. In region III,
the antibonding peaks due to Ti-C hybridization are situated
around +4 eV. Between the bonding and the antibonding peaks
lies a valley of low DOS (dominated by Ti states) at around
the EF , sometimes also called a pseudogap. The lower and
the upper valence bands (regions I and II) are separated by a
full gap where electron states are forbidden in a perfect TiC
crystal.

Let us classify the defects in TiC into two groups, according
to the deviation from the stoichiometric composition that they
cause. The first group (C-depleting defects) includes defects
that produce concentration changes leading to substoichiomet-
ric Ti1−cCc (c < 0.5), e.g., carbon vacancy VaC and titanium
interstitial TiI, together with its dumbbell conformations TiD
and titanium antisite defect TiC. The other group (C-enriching
defects) includes defects that produce concentration changes
leading to superstoichiometric Ti1−cCc (c > 0.5), e.g., tita-
nium vacancy VaTi, several conformations of carbon interstitial
CI, including dumbbells CD, and carbon antisite defect CTi. The
calculated atomic and electronic structure is presented in Fig. 2

FIG. 2. (Color online) Computed atomic and electronic structure
of C-depleting point defects in TiC. The blue and brown balls
represent the Ti and C atoms, respectively. Gray arrows show the
direction and magnitude (exaggerated) of the atomic displacements
around the defect. Interatomic distances are indicated by numbers (Å)
and red arrows. Vertical and horizontal thin lines show the positions
of lattice planes in the perfect TiC. In dDOS plots, the vertical dashed
lines indicate the band edges and Fermi level (green) as in Fig. 1, and
the horizontal line indicates the zero level of dDOS.
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for the C-depleting defects and in Fig. 3 for the C-enriching
defects. See, Supplemental Material Ref. [64].

A. C-depleting defects

Figure 2(a) shows the atomic relaxation pattern around a
carbon vacancy VaC which is the most abundant point defect
in the C-poor TiC. In agreement with previous studies [40,42],
we find that the distance between two Ti atoms along [100] is
increased from 4.33 Å in the pristine TiC to 4.52 Å near the
vacancy, while the distance between two C atoms is shortened
to 4.31 Å. The corresponding dDOS, �n, exhibits depletion
of the host states near the hybridization peak at −2.5 eV and
creation of defect states in the pseudogap region around the EF .
As Fig. 2 shows, these dDOS features are exhibited not only
by carbon vacancies, but by all the C-depleting defects. The
electronic structure changes produced by C-depleting defects
may, therefore, be described as a reduction in covalency and
an enhancement in metallicity of the interatomic bonding in
TiC. Another common feature exhibited by point defects of
the C-depleting group is that they affect the electron states just
inside the valence bands; no defect states are created in the
forbidden energy regions.

The symmetric TiI, whose structure is shown in Fig. 2(b),
turns out to be the stablest conformation of a titanium
interstitial. Its split conformations TiD[100] and TiD[110]
shown in Figs. 2(c) and 2(d) are found to be mechanically
stable, but higher in energy than TiI by, respectively, 0.17 and
0.52 eV. The TiD[111] dumbbell orientation (not shown in
Fig. 2) is even higher in energy, by 0.7 eV relative to TiI,
and is mechanically unstable. The calculated dDOS for the
symmetric conformation of TiI shows a through at −2.5 eV
and a peak of Ti states in the pseudogap around the EF . In
addition to these dDOS features, all the titanium dumbbell
conformations produce characteristic defect states in the upper
valence band at −3 and at −5 eV. These peaks can be attributed
to the shorter Ti-C interatomic distance around the defects in
comparison with the Ti-C distance in a perfect TiC lattice.
The shorter Ti-C bonds for the Ti dumbbell conformations
also explain the calculated redistribution of the DOS around
−10 eV in the lower valence band.

In the symmetric conformation of an antisite Ti defect (a Ti
atom occupying a carbon site, TiC) the surrounding Ti atoms
are forced to move away from the center, while the neighboring
C atoms are attracted to it. Its electronic structure, exhibiting
a very sharp peak at the Fermi level, is typical of an unstable
atomic configuration. Indeed, the symmetric conformation
shown in Fig. 2(e) is mechanically unstable with respect to an
off-center 〈100〉 displacement of the antisite Ti atom to form a
“split antisite” conformation Ti′D shown in Fig. 2(f), which can
be viewed as a Ti[100] dumbbell bound to a carbon vacancy,
i.e., as a {TiD-VaC} cluster. The asymmetric distortion of TiC
splits up the sharp dDOS peak into bonding and antibonding
peaks situated, respectively, below and above the EF , thereby
stabilizing split antisite Ti′D conformation.

Furthermore, our calculations show that, in the presence of
nearby carbon vacancies, both TiC and TiI can undergo a spon-
taneous transformation into the [100] dumbbell conformation,
thereby producing a linear defect cluster {VaC-TiD-VaC}

FIG. 3. (Color online) Computed atomic and electronic structure
of C-enriching point defects in TiC. The blue and brown balls
represent the Ti and C atoms, respectively. Gray arrows show the
direction and magnitude (exaggerated) of the atomic displacements
around the defect. Interatomic distances are indicated by numbers (Å)
and red arrows. Vertical and horizontal thin lines show the positions
of lattice planes in the perfect TiC. In dDOS plots, the vertical dashed
lines indicate the band edges and Fermi level (green), as in Fig. 1,
and the horizontal line indicates the zero level of dDOS.
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shown in Fig. 2(g). As discussed in Sec. IV, the cluster is very
stable. Due to its low symmetry, the defect states of this cluster
are spread over a wider energy range inside the pseudogap as
compared to the symmetric TiC or TiI conformations. It is
noteworthy that the length of the dumbbell inside the cluster,
1.88 Å, is slightly larger than the Ti-Ti distance in the [100]
dumbbell without the vacancies. Because of the two vacant
carbon sites, the dDOS of the cluster shows a depletion of the
bonding host states at −2.5 eV, without any extra hybridization
peaks in the range from −5 to −2.5 eV, in contrast to the dDOS
of a vacancy-free TiD[100] dumbbell.

B. C-enriching defects

Let us now analyze the atomic and electronic structure of
C-enriching point defects in TiC that are presented in Fig. 3.
Unlike VaC, a titanium vacancy VaTi does not produce any
defect states in the pseudogap around the EF , but depletes
the host states near the hybridization peaks at −2.5 and
−10 eV. A very narrow defect state is created at the top of
the lower valence band, which can be used for the detection of
VaTi.

Figures 3(b)–3(e) show four different conformations of in-
terstitial carbon that have been considered in our calculations:
symmetric CI (mechanically unstable), asymmetric C′

I, and
two dumbbell conformations, CD[100] and CD[110]. These
forms of interstitial carbon produce characteristic defect states
in the forbidden energy regions (in the full gap separating
the lower and upper valence band, as well as under the lower
valence band). The defect states in the gap have prevailingly
C-2p character, with a strong admixture of Ti states. The defect
states under the lower valence band are almost entirely of C-2s

character. These states originate from the covalent exchange
interactions between the C atoms that occur at short distances
(1.2–1.7 Å) from one another in these defect conformations.
The number, character, and energy positions of the defect states
depend on the number, symmetry, and length of the C-C bonds
in the defect structures. The fact that these defect states do not
overlap in energy with the host electron states allows for the
detection and analysis of carbon interstitials and dumbbells
using spectroscopic methods.

The electronic structure of a carbon antisite defect CTi,
Fig. 3(f), is quite different from that of carbon interstitials.
Due to the geometry of CTi with six relatively long (>2 Å)
C-C bonds, the antisite defect just broadens the lower valence
band without producing any defect states under it. However,
a distinct defect level is formed in the middle of the full gap
at −7.5 eV. Similar to titanium antisite, the symmetric CTi is
unstable against a symmetry-breaking distortion into the split
antisite C′

D = {CD-VaTi} conformation. The dDOS of the split
carbon antisite exhibits a peak under the lower valence band, at
−15 eV, which is characteristic of a longer C-C bond of 1.36 Å
in the split antisite C′

D as compared to the C-C bond of only
1.24 Å in the carbon dumbbell CD. This feature allows one
to distinguish a split carbon antisite from carbon interstitials
or dumbbells that typically produce deeper defect levels under
the lower valence band.

IV. DEFECT FORMATION ENERGIES

A. Assumptions and definitions

Formally, the total energy of a defected crystal can be
represented as the sum

Etot = E0 +
∑

i

Eform
i + 1

2

∑
i,j

E
pair
i,j + · · · , (2)

where the first term is the energy of the defect-free crystal,
the second term is the sum of formation energies for all the
defects that are present in the system, the third term is the sum
of interactions for all pairs of the defects, etc. Thus, defect
formation energy is defined as the excess energy due to the
presence of a single, isolated defect of a certain kind in the
crystal.

It should be noted here that the present analysis is based on
total energies of the supercells that have been relaxed using
methods of molecular statics, where all the ions are located
at positions of zero force. We further discriminate between
a (meta)stable defect conformation corresponding to a local
minimum and an unstable conformation corresponding to a
saddle point. All dynamical (phonon) contributions, starting
from the zero-point energy term, are omitted in the present
work. In general, these contributions are important for point-
defect energetics [65], but their analysis is computationally
very demanding. Previously it has been checked that the
phonon contributions to the formation and interaction energies
of Schottky pairs in TiC are of the order of 0.1 eV, i.e., at least
10 times as small as the static ion contributions [49].

In compounds, single-point defects (even native defects
such as vacancies, interstitials, or antisites) alter the com-
position of the system, making the defect formation energy
dependent on the chemical potentials of those atomic species
whose numbers change when the defect is formed [65].
Alternatively, the defect formation energy may be defined as
the energy of a certain “quasichemical” reaction having the
defect as a product. The so-defined defect formation energy is
naturally dependent on the energies of all the reactants and the
products involved. On the other hand, defect formation energy
may be interpreted as a thermodynamic property related to the
(temperature dependence of) equilibrium defect concentration.
In compounds, the equilibrium defect concentrations (as
well as the quasichemical defect reactions that describe the
equilibrium) depend not only on temperature, but also on
the composition of the system (equivalently, on the chemical
potentials). That is why, when a numerical value for a defect
formation energy is given, the corresponding quasichemical
reaction, chemical composition, or the chemical potentials
must also be specified.

In semiconductors, the formation energy (together with the
charge state) of an atomic defect additionally depends on
doping of the host material or, equivalently, on the electron
chemical potential (Fermi level) [65]. In metallic materials,
defects are effectively screened from one another by the
valence electrons of the host. To see any effect of doping,
the dopant concentration in a metal should be comparable
to the valence electron concentration. That is why the co-
hesive properties of metallic alloys and compounds mostly
exhibit linear concentration dependencies, even at large defect
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concentrations of a few percent. Eventual nonlinearities may
be caused by the defect interactions as well as by concentration
dependence of the defect formation energy.

Quite expectedly, the energy of formation for TiC1−x

exhibits a nonlinear behavior as a function of vacancy concen-
tration: An initial shallow decrease of the energy of formation
turns into a rapid increase at a carbon vacancy site fraction
of about x = 0.1 [44]. This effect can partly be attributed to
the repulsive interactions among the carbon vacancies which
strongly avoid each other at short (first- and second-nearest
neighbor) distances on the carbon FCC sublattice [43,44,49].
Much stronger (and attractive) interactions have been found
between the two different kinds of vacancies in TiC. Strong
interactions stabilize associates, such as the {VaTi-6VaC}
cluster found previously [49] or the {VaC-TiD-VaC} cluster
identified in this work, relative to dissociated arrangements
of the point defects. Such associates can be treated as
“molecular” species, each contributing to the total energy
of the system with a certain formation energy according to
Eq. (2). Individual point defects, as well as their associates,
may exist in different spatial conformations. For example,
an interstitial atom may occupy a symmetric (tetrahedral)
interstitial site, be situated asymmetrically next to it, or form
a dumbbell with a neighboring atom around a regular lattice
site (so-called “split interstitial” conformation). Furthermore,
several dumbbell orientations with respect to the crystal axes
may be mechanically stable.

Here we restrict our consideration to small defect con-
centrations, corresponding to one or two point defects per
216-site supercell used in this work. As found in some previous
studies [42,49], the interactions of an isolated defect (or a
compact defect cluster) in the 216-site TiC supercell with its
periodic images are negligible (mainly due to the metallicity
of TiC). At such small defect concentrations (site fractions of
about 1%–2%) weak defect-defect interactions E

pair
i,j may also

be neglected. Without the interaction terms, Eq. (2) becomes
formally equivalent to the lattice gas model of Wagner and
Schottky [66]. Strongly bound associates of point defects
can still be taken into consideration in the lattice gas model
as molecular species. Moreover, the list of gas species may
be extended to include various possible conformations of
point defects and their associates. Thus, the total energy is
represented here as the following sum of formation energies
of all the defects present in the system

Etot = E0 +
∑

α

Eform
α Nα, (3)

where α enumerates the lattice gas species (including isolated
point defects, strongly bound clusters, and all their conforma-
tions) and Nα is the number of defect species α.

B. Individual point defects

As individual point defects do not conserve the host
composition, their formation energies should be considered
in the grand-canonical ensemble, i.e., as quantities dependent
on the chemical potentials of the titanium Tires and carbon
Cres atoms in the reservoir that have to be exchanged with
with the Ti1−cCc crystal to form the defect. The origin of this
dependence can be understood if one considers the defects as

products of certain quasichemical reactions, for example,

Tires → TiC + Cres. (4)

The energy of reaction Eq. (4) can be taken as the formation
energy of a titanium antisite defect TiC. To write defect
reactions, we follow a quasichemical convention in which the
number of atoms (rather than the number of lattice sites) in the
considered system is conserved [67–69]:

(1) atoms occupying regular lattice sites (e.g., CC) are
omitted;

(2) the number of atoms in the system is conserved;
(3) the relative ratio of lattice sites between any two

sublattices is fixed, while the total number of lattice sites can
vary.

Under these conditions, the defect reaction to form a carbon
vacancy in TiC reads as

1
2 Tires → VaC + 1

2 Cres, (5)

while for a Ti interstitial one has

1
2 Tires → TiI + 1

2 Cres. (6)

This list may be continued to include the defect reactions
causing an excess of carbon by the formation of a carbon
antisite,

Cres → CTi + Tires, (7)

a titanium vacancy

1
2 Cres → VaTi + 1

2 Tires, (8)

or a carbon interstitial defect

1
2 Cres → CI + 1

2 Tires. (9)

The energy of each defect reaction given by Eqs. (4)–(9)
[the sum of energies for all the products minus the sum of
energies for all the reactants] depends on the energies of
titanium and carbon atoms in the reservoir, μ(Ti) = ε(Tires) −
ε0(Ti) and μ(C) = ε(Cres) − ε0(C); the energies are expressed
relative to the energies of standard states for the elements,
ε0(Ti) and ε0(C). Hereafter, the energy of a bulk system is
denoted by ε if it is normalized per atom. Consequently, the
formation energy for the corresponding point defect involves
the value of the chemical potential μ = μC − μTi in the
considered system. For refractory compounds like TiC, the
dependence of chemical potential μ(c) on the carbon con-
centration c is strong around the stoichiometric composition
c = 0.5.

Figure 4 shows the energy of formation of Ti1−cCc

compound,

�εform
α = ε(Ti1−cCc) − (1 − c)ε0(Ti) − cε0(C), (10)

calculated for the stoichiometric TiC, as well as for nonsto-
ichiometric supercells each containing a single point defect
α (vacancy, antisite, or interstitial) in its lowest-energy
conformation. All the energies correspond to fully optimized
geometries at zero pressure and are expressed per atom. The
plot also includes the results for the supercell containing a
{VaC-TiD-VaC} cluster, because, obviously, this defect cluster
has a much lower energy than the individual point defects
TiI or TiC. The arrows in the figure illustrate the fact that the
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FIG. 4. (Color online) Energy of formation of the Ti1−cCc com-
pound, �εform, calculated as a function of carbon atomic fraction c in
defect-free and defect-bearing supercells, relative to hcp titanium and
diamond carbon (all energies are normalized per atom). The values
of chemical potential μ, corresponding to the slope of �εform(c) in
different regions of the Ti-C binary system, are indicated. Note that,
for small concentration of carbon vacancies VaC, the μ is positive. It
turns to negative values at much higher VaC concentrations than those
considered in the present work (see Ref. [44]).

symmetric antisite conformations TiC and CTi are unstable and
spontaneously transform into the split antisite conformations
(a 〈100〉 dumbbell next to a vacancy). For a titanium antisite
the transformation can be described as follows: TiC → Ti′D ≡
{TiD-VaC}. A similar transformation occurs in the case of a
carbon antisite, CTi → C′

D ≡ {CD-VaTi}. The defect formation
energy is lowered by approximately 2 eV per defect in both
cases.

For every defect species α, the formation energy Eform
α can

be obtained from the corresponding linear dependence in Fig. 4
as

Eform
α =

(
d�εform

α

dc
− μ

)
dc

dnα

, (11)

where nα = Nα/Nat is the concentration of defect species α,
relative to the total number of atoms Nat, in the supercell.
Depending on the composition, the value of the chemical
potential (slope of the the lowest-energy “branch” of con-
centration dependence or that of the common tangent inside
a two-phase region) in the Ti-C system may vary between
two limits, from μ ≈ −2�εform

0 (two-phase mixture Ti-TiC)
to μ ≈ +2�εform

0 (two-phase mixture TiC-C), that is, by about
four times the energy of formation of the stoichiometric
TiC compound �εform

0 (expressed per atom) [46]. The value
�εform

0 = −0.84 eV/atom calculated here for the stoichiomet-
ric TiC (relative to hcp Ti and diamond C) coincides with the
value obtained previously using the same method [44] and
is less negative than the standard value −0.934 eV obtained
by Frisk as a result of thermodynamic assessment [12]. (The
energy difference between the diamond and graphite structures
of carbon, ∼0.0053 eV/atom [70], is small compared to
energies of our interest here.)

The calculated defect formation energies (including stable
as well as some unstable conformations of point defects)

are presented in Table I, where the dependence on the
chemical potential is indicated formally (in the first data
column) as well as by providing the values of Eform

α specific
of C-poor (c < 0.5, μ = +0.68 eV) and C-rich (c > 0.5,
μ = +1.68 eV) compositions. It should be emphasized that the
calculated defect formation energies are applicable to Ti1−cCc

at small deviations from the stoichiometric composition, most
reliably within the interval 0.49 � c � 0.51. Transferring the
calculated defect energies to largely nonstoichiometric compo-
sitions (reaching c ≈ 0.3 in titanium carbide) is invalid without
taking into account the strong concentration dependence of
the energy of formation of C-poor Ti1−cCc [44], which is not
considered here.

C. Constitutional and thermal point defects

Our calculations reproduce the well-known fact that carbon
vacancies VaC (also referred to as structural vacancies) are
constitutional defects in C-poor Ti1−cCc. As Fig. 4 shows,
the VaC branch of concentration dependence lies below the
line representing the energy of the Ti-TiC phase mixture.
Accordingly, the formation energy of VaC is zero for C-poor
compositions (c < 0.5). The second in energy are asymmetric
carbon interstitials C′

I, but their formation energy is not low
enough to stabilize Ti1−cCc at C-rich compositions (c > 0.5):
The branch of �εform

α (c) corresponding to α = C′
I lies above

the TiC-C common tangent line. Next in energy, for the
considered concentration range of Ti1−cCc, is Ti′′D cluster of a
titanium dumbbell with two carbon vacancies. The formation
energies of other point defects listed in Table I are so high that,
on their scale, even the effect of the chemical potential appears
to be rather weak.

Within the lattice gas model given by Eq. (3), the de-
pendence on chemical potential completely cancels out if
one considers certain composition-conserving combinations of
point defects (where the individual defects are not associated
into clusters). Table II shows some simple examples of
such combinations. The corresponding defect reactions and
formation energies have been obtained by combining the
respective data of Eqs. (4)–(9) and Table I. Conservation
of composition enables such defect combinations to form as
thermal excitations in a closed system.

Let us make a qualitative analysis of thermal defects in TiC,
assuming smallness of the defect concentrations. It has been
shown [69,71] that the primary thermal defects are the lowest-
energy composition-conserving combinations that involve two
types of point defects. Table II shows that a Frenkel C pair (a
carbon vacancy and an interstitial carbon atom) is, by far, the
lowest-energy composition-conserving combination in TiC,
EFC = 3.75 eV. At temperatures that are small compared to
EFC/2kB, these Frenkel pairs are expected to be the dominant
thermal defects in the whole concentration range of Ti1−cCc

considered here.

1. Nearly stoichiometric TiC

If the fraction of constitutional vacancies x0 in TiC1−x0

is so small (or the temperature T is so high) that x0 	
2 exp(−EFC/2kBT ), the equilibrium concentration of ther-
mally formed carbon vacancies and interstitials, xthrm, exhibits
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TABLE I. Computed formation energies (eV) of isolated point defects in Ti1−cCc and their dependence on the chemical potential around
the stoichiometric composition (0.49 � c � 0.51).

Defect species α Formation energy Eform
α (eV) for compositions in the range

Notation Conformation 0.49 � c � 0.51 c < 0.5 c > 0.5

C-depleting defects
VaC Symmetric −0.34 + μ/2 0.00 0.50
Ti′′D {VaC-TiD-VaC} cluster 3.02 + 3μ/2 4.04 5.51
Ti′D {TiD-VaC}, split antisite 4.97 + μ 5.65 6.65
TiC Symmetric, unstable 6.94 + μ 7.62 8.62
TiI Symmetric 8.19 + μ/2 8.53 9.03
TiD [100] 8.36 + μ/2 8.70 9.20
TiD [110] 8.71 + μ/2 9.05 9.55

C-enriching defects
C′

I Asymmetric 4.09 − μ/2 3.75 3.25
CI Symmetric, unstable 4.53 − μ/2 4.19 3.69
CD [100] 5.64 − μ/2 5.30 4.80
CD [110] 6.32 − μ/2 5.98 5.48
VaTi Symmetric 7.81 − μ/2 7.47 6.97
C′

D {CD-VaTi}, split antisite 10.25 − μ 9.57 8.57
CTi Symmetric antisite, unstable 12.17 − μ 11.49 10.49

an Arrhenius temperature dependence

xthrm ≈ exp(−EFC/2kBT ), (12)

with an activation energy that is half of the formation energy
of a Frenkel C pair, some 1.88 eV. Here kBT is the Boltzmann
constant.

2. Slightly C-poor TiC

If the fraction of constitutional vacancies is large (or the
temperature is low) so that x0 
 2 exp(−EFC/2kBT ), the
concentration of thermally formed Frenkel C pairs still exhibits
an Arrhenius temperature dependence,

xthrmx0 ≈ exp(−EFC/kBT ), (13)

but now the activation energy equals to the formation energy
of a Frenkel C pair.

3. Thermal defects of interbranch kind

The calculations show, in full agreement with experimental
observations, that the point-defect disorder is of the Frenkel
type for both constitutional and thermal defects in TiC. At
C-poor compositions, VaC are constitutional defects, whereas
at C-rich compositions (where Ti1−cCc is thermodynamically
unstable), C′

I are the lowest-energy defects. Frenkel C pairs are
primary thermal defects in the whole range of compositions
considered in this work. At equilibrium, point defects other
than carbon vacancies or interstitials can exist in TiC, but
they form as secondary thermal defects, via composition-
conserving defect reactions like those listed in Table II.

TABLE II. Computed formation energies (eV) of selected composition-conserving combinations of point defects in the stoichiometric and
slightly off-stoichiometric TiC.

Name Notation Defect reaction Eform

All compositions of Ti1−cCc, 0.49 � c � 0.51
Frenkel C paira FC 0 → VaC + C′

I 3.75
Schottky defect (divacancy) VV 0 → VaTi + VaC 7.47
Di-interstitial pairb II 0 → TiI + C′

I 12.28
Exchange antisite pairc XA 0 → Ti′D + C′

D 15.22
Frenkel Ti pair FT 0 → VaTi + TiI 16.00

C-poor compositions, c < 0.5
Interbranch Ti′′D VDV 3VaC → {VaC–TiD–VaC} 4.04
Interbranch Ti′D DV 2VaC → {TiD–VaC} 5.65
Interbranch TiI TI VaC → TiI 8.53
Interbranch TiD TD VaC → TiD 8.70

C-rich compositions, c > 0.5
Interbranch C′

D CT 2C′
I → {CD–VaTi} 2.07

Interbranch VaTi VT C′
I → VaTi 3.72

aInterstitial C′
I in the asymmetric conformation.

bInterstitial TiI is in the symmetric tetrahedral site.
cSplit antisite conformations Ti′D = {TiD-VaC} and C′

D = {CD-VaTi}.
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It should be noted that, at the exact stoichiometric com-
position, primary thermal disorder must appear in the form
of composition-conserving defect combinations involving
positive numbers of point defects. This constraint is not
necessary for primary thermal defects at nonstoichiometric
compositions or for secondary thermal defects (at any compo-
sition) because, in those cases, certain point defects are present
in the system prior to the formation of new thermal defects.
Therefore, the formation of new defects may be accompanied
by the disappearance of preexisting defects. The corresponding
defect reaction will then contain the preexisting defect species
on the left-hand side.

Such thermal defects have been termed “interbranch de-
fects” because they can be viewed as vertical transitions
from the lowest-energy branch to a higher-energy branch of
concentration dependence; the branches are shown as lines
in Fig. 4. Table II gives sample reactions of such kind in
which constitutional VaC or primary thermal C′

I defects are
annihilated to form other point defects in TiC.

The formation energies of titanium vacancies and inter-
stitials (including their dumbbell and cluster conformations)
are important for understanding the mechanism(s) of self-
diffusion of metal atoms in strong compounds like TM carbides
and nitrides [47,49,72–74]. The formation energy of the
Frenkel Ti pair, as one component of the activation energy,
reaches 16.00 eV, which is already much higher than the
experimental total activation energy of Ti self-diffusion in TiC,
7.66 eV [72]. Although the calculated formation energy of a
Schottky pair is close to the experimental activation energy,
the contribution from the migration barrier, some 3.90 eV
according to Ref. [47], must not be forgotten. With this
component taken into account, the total activation energy of Ti
self-diffusion via the Schottky Ti pair becomes much higher
than the experimental value. Consequently, the Schottky or
Frenkel Ti pairs can be excluded from the list of possible
mediators of Ti atom self-diffusion in TiC.

Alternatively, titanium vacancies and interstitials may form
by annihilating, respectively, carbon interstitials and carbon
vacancies, that is, as interbranch defects (see Table II). The
formation energies of VaTi and TiI via the interbranch defect
reactions are much lower than the formation energies of
the same defects as parts of the Schottky and Frenkel C
pairs. However, the effective formation energy of a titanium
interstitial from a carbon vacancy, 8.53 eV, is again too high.
It is noteworthy that the formation energies of Ti interstitials
and dumbbells for C-poor compositions (fourth column in
Table I) are, in fact, the energies of corresponding composition-
conserving reactions listed in Table II for this compositional
region.

The formation energy of a titanium vacancy from a carbon
interstitial is just 3.72 eV. However, the preexisting defect of
this reaction (C′

I) is not a constitutional defect by itself, but
has to form thermally as a part of a Frenkel C pair. Therefore,
in the whole compositional region except the very narrow
near-stoichiometric region, the effective formation energy of a
titanium vacancy (EFC + EVT) is still 7.47 eV, the same as that
of a Schottky defect. Table II also shows that single titanium
interstitials or dumbbells (formed as interbranch defects) have
formation energies in TiC comparable to that of single titanium
vacancies.

It is thus clear that the mechanism of Ti self-diffusion in TiC
is not mediated by single point defects but must involve more
complex defect species. In a recent work it was reported that a
strong attractive interaction with constitutional vacancies can
lower the formation energy of a titanium vacancy in C-poor
TiC down to about 3 eV, which indicates that vacancy clusters
rather than single metal vacancies may be mediators of metal
diffusion in refractory carbides [49]. The formation energies of
dumbbell–vacancy clusters Ti′′D, Ti′D, and C′

D obtained in this
work are also quite low (see Table II) and may be compatible
with the activation energy of Ti self-diffusion in TiC. It remains
to be investigated whether the migration of such clusters or Ti
interstitials can be a feasible mechanism of Ti self-diffusion
in TiC. We hope to address this problem in a separate
publication.

V. CONCLUSIONS

Titanium carbide is a naturally substoichiometric com-
pound which is known to contain carbon vacancies as consti-
tutional defects. Very little has been known about other point
defects in TiC. In this work the geometry, electronic structure,
and formation energies of various types and conformations of
point defects in TiC are investigated by means of ab initio
calculations. Asymmetric conformations of C-depleting and
C-enriching defects have been sought by displacing some
atoms from the symmetric positions and letting the structure
fully relax. The tendency of C-depleting defects, such as
titanium interstitials and antisites, to form clusters with carbon
vacancies (the most abundant defects at C-rich compositions)
has also been considered in the calculations.

The following defect species have been identified as
mechanically stable point defects in C-poor TiC (in the order
of increasing energy): carbon vacancy VaC, [100] titanium
dumbbell terminated by two carbon vacancies Ti′′D, [100]
titanium dumbbell terminated by one carbon vacancy Ti′D (split
Ti antisite), interstitial titanium TiI occupying a symmetric
tetrahedral position, and titanium dumbbell TiD in the [100]
and [110] orientations. Carbon vacancies are obtained to be
the constitutional defect in C-poor TiC, in agreement with
experimental observations.

Our calculations predict C-rich TiC compositions to be
thermodynamically unstable relative to the stoichiometric
TiC and pure carbon (no constitutional C-enriching defects),
in agreement with the Ti-C phase diagram. The following
C-enriching defect species are obtained to be mechanically
stable: asymmetric carbon interstitial C′

I, carbon dumbbell
terminated by a titanium vacancy C′

D (split C antisite), and
titanium vacancy VaTi.

The electronic structure of all these stable (as well as of
some unstable) defect conformations has been calculated and
presented in the form of dDOS exhibiting positive peaks at
the energies of defect states and negative peaks at energies
of annihilated host states due to the defect formation. For
the C-depleting defects the electronic structure changes occur
inside the upper valence band, near the pseudogap centered
at EF (defect states) and near the Ti-C bonding peak at
−2.5 eV (annihilated host states). The C-enriching defects are
found to produce characteristic defect states in the forbidden
energy regions: inside the full gap separating the lower and
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the upper valence bands (between −9 and −6 eV), as well
as under the lower valence band (at −15 eV and below). The
position of these defect levels in the forbidden energy regions
allows for the detection and identification of carbon intersti-
tials, dumbbells, and split antisites in TiC by spectroscopic
methods.

A qualitative analysis of the defect chemistry in TiC is
given in the lattice gas model of Wagner and Schottky using
the calculated energies of the defect species. The primary
thermal defects for all studied compositions where Ti1−cCc

is stable are found to be Frenkel C pairs, each involving a
carbon vacancy and an asymmetric carbon interstitial. In the
C-poor region of TiC, other C-depleting defects may form
as interbranch defects, by annihilating constitutional carbon
vacancies. The formation energies of vacancy-terminated and
isolated titanium dumbbells Ti′′D, Ti′D, and TiD are in the range

that makes these defects suitable candidates for mediators of
Ti self-diffusion in titanium carbide.
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Elsässer, B. Meyer, R. Drautz, and D. G. Pettifor, Phys. Rev. B
84, 155120 (2011).

[42] H. W. Hugosson, P. Korzhavyi, U. Jansson, B. Johansson, and
O. Eriksson, Phys. Rev. B 63, 165116 (2001).

[43] P. A. Korzhavyi, L. V. Pourovskii, H. W. Hugosson, A. V. Ruban,
and B. Johansson, Phys. Rev. Lett. 88, 015505 (2002).

[44] D. A. Andersson, P. A. Korzhavyi, and B. Johansson,
CALPHAD: Comput. Coupling Phase Diagrams Thermochem.
32, 543 (2008).

[45] S. H. Jhi, S. G. Louie, M. L. Cohen, and J. Ihm, Phys. Rev. Lett.
86, 3348 (2001).

[46] H. M. Pinto, J. Coutinho, M. M. D. Ramos, F. Vaz, and L.
Marques, Mater. Sci. Eng., B 165, 194 (2009).

[47] V. I. Razumovskiy, P. A. Korzhavyi, and A. V. Ruban, Solid
State Phenom. 172–174, 990 (2011).

[48] L. Tsetseris, S. Logothetidis, and S. T. Pantelides, Acta Mater.
56, 2864 (2008).

[49] V. I. Razumovskiy, A. V. Ruban, J. Odqvist, and P. A. Korzhavyi,
Phys. Rev. B 87, 054203 (2013).

[50] P. Hohenberg and W. Kohn, Phys. Rev. 136, B864 (1964).
[51] W. Kohn and L. J. Sham, Phys. Rev. 140, A1133 (1965).
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