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Observation of vacancy-induced suppression of electronic cooling in defected graphene
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Previous studies of electron-phonon interaction in impure graphene have found that disorder can give rise to an
enhancement of electronic cooling at high temperatures. We investigate the effect of lattice vacancy in both mono-
and bilayer graphene and observe an order of magnitude suppression of electronic cooling at low temperatures
compared with clean graphene. The dependence of the coupling constant on the phonon temperature implies its
link to the dynamics of disorder. Our study highlights the effect of disorder on electron-phonon interaction in
graphene. In addition, the suppression of electronic cooling holds great promise for improving the performance

of graphene-based bolometer and photodetector devices.
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I. INTRODUCTION

In recent years, there has been considerable interest in
utilizing graphene as photodetectors [1-8]. Most of these
detectors are based on a hot electron effect, i.e., the elec-
tronic temperature being substantially higher than the lattice
temperature. Two properties of graphene strongly enhance the
effect. First, low carrier density gives rise to a very small
electron specific heat. Second, weak electron-phonon (e-p)
interaction reduces the heat transfer from the electron gas to
the lattice. Thus, it is of practical interest to understand the
e-p interaction in graphene. Both theoretical and experimental
efforts have been devoted to this topic. Earlier work was mainly
focused on clean graphene and considered the Dirac spectrum
of electrons [9-15]. As the important role of impurities in
electronic transport has been revealed, its effects on the e-p
interaction began to draw attention [16—18]. For instance, due
to the chiral nature of electrons, long-range and short-range
potentials scatter electrons differently in graphene [19-21].
Recently, a strong enhancement of electronic cooling via
e-p interaction in presence of short-range disorder has been
predicted [18]. This is achieved via a so-called supercollision
process. When the carrier density is low, the Bloch-Griineisen
temperature Tgg can be quite small. Since Tgg sets the
maximum wave vector of phonons that can exchange energy
with electrons, when T > Tpg, only a portion of phonons
can contribute to the energy relaxation. Interestingly, in the
presence of short-range potentials, the theory has found that
a disorder-assisted scattering process can occur, in which
all available phonons are able to participate. As a result,
the energy relaxation is strongly enhanced. Recently, it has
been experimentally confirmed [22-24]. Supercollision takes
place at high temperatures; it would be interesting to see how
disorder affects the e-p interaction when 7' < Tpg.

Here, we present an experimental investigation of the effect
of vacancy on electronic coolingat 7 < Tgg in both monolayer
and bilayer defected graphene. By studying the nonlinear
electric transport of defected graphene, a strong suppression of
e-p energy relaxation, instead of an enhancement in the case
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of static potentials, has been observed. Our work provides
experimental insight on the effect of scattering potential on
e-p interaction. Moreover, the suppression suggests that the
performance of graphene hot electron photodetectors can be
further improved by introducing vacancies.

II. EXPERIMENT

In this work, we have investigated four exfoliated graphene
samples on Si/SiO, substrates. The thickness of all the
monolayer (SM1 and SM2) and bilayer (SB1 and SB2)
samples were estimated by optical contrast and confirmed
by Raman spectroscopy [25]. Graphene flakes were patterned
into ribbons, using e-beam lithography. 5-nm Ti/80-nm Au
were e-beam deposited, followed by lift-off to form electrodes.
Typical sample geometry can be seen in the inset of Fig. 1(a).
In order to introduce vacancies, samples were then loaded
into a Femto plasma system and subject to argon plasma
treatment for various periods (from 1 to 5 s) [26]. Four-probe
electrical measurements were carried out in a cryostat using
a standard lock-in technique. Room temperature m filters
were used to avoid heating of electrons by radio frequency
noise. The information for four samples is summarized in
Table I.

III. RESULTS AND DISCUSSION

Previously, we have already demonstrated a hot electron
bolometer based on disordered graphene [27]. It has been
shown that the divergence of the resistance at low temperature
can be utilized as a sensitive thermometer for electrons. By
applying Joule heating, the energy transfer rate between the
electron gas and the phonon gas can be obtained. The same
method has been employed in this work. As shown in Fig. 1(a),
the resistance of defected graphene exhibits a sharp increase as
the temperature decreases (data for the bilayer sample SB1 can
be found in the Supplemental Material [28]). The divergence
becomes stronger as one approaches the charge neutrality point
(CNP). The R — T behavior can be well fitted to variable range
hopping transport, described as R oc exp[(To/T)"?] [29].
Here, the characteristic temperature Ty = 12/[mkg v(Ep)€?],
with kg the Boltzmann constant, v(Eg) the density of states
at the Fermi level EF, and & the localization length. By fitting
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FIG. 1. (Color online) Resistance of defected graphene. (a) Temperature dependence of resistance in sample SM1 at different gate voltages,
showing divergence at low temperature. Inset: Optical micrograph of a typical device configuration. (b) Resistance of SM1 as a function of
Joule heating current at different gate voltages at T = 1.5 K. The CNP is at 14.5 V. (c) Thermal model for the structure. The pathways of heat

dissipation are indicated by red arrows.

to this formula, the localization length & is determined. It is
employed as a measure of the degree of disorder. £ near the
CNP for all samples are listed in Table I.

In steady Joule heating, the electron cooling power is equal
to the heating power. The corresponding thermal model is
sketched in Fig. 1(c). Two thermal energy transfer pathways
are indicated, i.e., via electron diffusion into electrodes or e-p
interaction into the lattice. In our strongly disordered graphene,
the former is significantly suppressed due to a very low carrier
diffusivity and e-p interaction dominates the energy dissipation
(see the Supplemental Material for a detailed analysis of the
thermal model [28]). Then, the electronic temperature can
be directly inferred from the resistance. Furthermore, it is
estimated that the thermal conductance between the graphene
lattice and the substrate is much higher than that due to e-p
interaction. Thus, the phonon temperature T, is approximately
equal to the substrate temperature 7' [5,22,30]. Under these
conditions, the energy balance at the steady state of Joule
heating can be written as

P=A(T) —Ty). ()

where P is the Joule heating power, A is the coupling constant,
and T, is the electronic temperature. § ranges from 2 to 6,
depending on the details of the e-p scattering process [12].
Upon Joule heating, the electronic temperature is raised,
leading to a decrease of the resistance, depicted in Fig. 1(b).
Based on the resistance as a function of temperature, we
obtain the P — T, relation at different carrier densities, plotted
in the insets of Fig. 2. P is also plotted against 7> — Tp3h.
The linear behavior agrees well with Eq. (1) with § = 3 for

TABLE I. Sample information of four investigated devices. Venp
is the charge neutrality point (CNP) of samples and & is the
localization length near the CNP.

Devices Length (um) Width (pum) Vene (V) & (nm)
SM1 2 3 14.5 156
SM2 6.7 2.7 30 21
SB1 3 2.7 70 50
SB2 6 2.7 57 54

both monolayer and bilayer graphene at all carrier densities.
It has been theoretically shown that both clean monolayer and
bilayer graphene can be described by Eq. (1) with § = 4 at low
temperature [9,12]. In the presence of disorder, e-p interaction
is enhanced and § is reduced to 3 [17,18]. § obtained in our
result is consistent with these theories, indicating the effect of
defects. T3 dependence has also been reported in some other
experiments. In the following, we will compare our results in
detail with previous theoretical and experimental results.

The e-p interaction is usually considered in two distinct
regimes: high temperature and low temperature. In normal
metals, Debye temperature 6p demarcates two regimes. Below
Op, the phase space of available phonons increases with
temperature, while it becomes constant above it (all modes
are excited). In graphene, because of its low carrier density,
the Bloch-Griineisen temperature Tpg becomes the relevant
characteristic temperature. It is defined as 2kgTgg = 2hckg.
Here kg is the Boltzmann constant, % is the Plank constant, ¢
is the sound velocity of graphene, and kg is the Fermi wave
vector. Tgg stems from the momentum conservation in e-p
scattering. Because of it, when Ty, > Tgg, only a portion of
the phonons can participate in the process [31]. Considering the
band structure of graphene, we have Tgg = 2(c/vp)Er/kp in
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FIG. 2. (Color online) Cooling power of monolayer and bilayer
defected graphene. (a), (b) Cooling power P against 7> — Tp3h shows
a linear dependence for both monolayer and bilayer samples. Inset:
P versus T..

121404-2



OBSERVATION OF VACANCY-INDUCED SUPPRESSION OF ...

102 10?

10! 10
10°

1071 107!

P (nW/pm?)
P (nW/pm?)

1072 1072

10-3 1073
0 p 0

FIG. 3. (Color online) Suppression of electronic cooling in de-
fected graphene. (a) Cooling power of monolayer graphene. The
solid line is a plot of Eq. (2) for clean graphene at n =4 x
10" cm~2. The solid symbol represents experiment results of pristine
graphene from others’ work. The up triangle represents data from [37]
at n =4 x 10" cm™ and T, = 1.8 K, while the down triangles
represent data from [35] at n = 2.2 x 10" cm™ and T, = 0.8 K.
The open symbol represents our data. ng is 4 x 10'' cm? to account
for charge puddles near CNP. 7, is 1.5 Kin SM1 and 7 K in SM2. (b)
Cooling power of bilayer graphene. The solid line is a plot of Eq. (3)
for clean graphene at n = 2.8 x 10'> cm™ and Ty, = 1.5 K. The
solid symbol represents experiment results of pristine graphene at
n=2.7x 10" cm™? and T, = 1.8 K, taken from [37]. The open
symbol depicts our results for SB2 at n = 2.8 x 10> cm™ and
Tpn = 1.5 K. The data for SB1 (not shown) almost overlap SB2.

monolayer graphene and Tgg = 2(c/vr)+/ 1 Er/ kg in bilayer
graphene [12]. Here vg &~ 10° m/s is the Fermi velocity,
c~ 2 x 10* m/s, and y; ~ 0.4 eV is the interlayer coupling
coefficient. Taking into account a residual carrier density
ng ~ 4 x 10" cm? due to charge puddles [32,33], it can be
readily estimated that even at the CNP, Tgg > 34 K. It is much
higher than 7, = 1.5 K in our experiment. Consequently, we
are well in the low temperature regime.

In the low temperature regime, the whole population of
phonons can interact with electrons. Thus, the disorder-
assisted supercollision is negligible [18], which rules it out
as the origin of the observed T3 dependence. It has been
theoretically shown that in the case of weak screening, static
charge impurities leads to enhanced e-p cooling power over
clean graphene and § = 3 [17]. For comparison, we plot our
data, the theoretical cooling power of clean graphene, in Fig. 3.
The theoretical prediction of the cooling power per unit area
in clean monolayer graphene is [12]

72 D?Erk;

—— B4t T8 , 2
15ph5vl3:c3( ¢ ph) @

Pejean =

where p & 0.76 x 10~¢ kg/m? is the mass density of graphene
and D is the deformation potential chosen as a common value
18 eV [23,34,35] (this choice will be discussed later). The
theoretical cooling power P,y as a function of the electron
temperature at n = 4 x 10'' cm™ and T, = 1.5 K is plotted
in Fig. 3(a). It can be clearly seen that the cooling power of
our disordered samples SM1 and SM2 is over an order of
magnitude smaller [36]. Similar suppression is observed at
all carrier densities. For comparison, we also plot the data
from two other experiments in which T3 dependence was
observed at low temperatures [35,37]. These results (with

RAPID COMMUNICATIONS

PHYSICAL REVIEW B 91, 121404(R) (2015)

similar T,,) are above the theoretical curve. For the more

disordered sample, SM2, the suppression is even stronger.
Similar suppression occurs in bilayer graphene samples,

too. The cooling power per unit area in clean bilayer graphene

is given by [12]
ﬂzDleké Y1 4 4
cOpage\ Ee e )

Figure 3(a) shows the plot of Eq. (3), the cooling power of
the bilayer samples SB1 and SB2, and the data from [37].
Although not as pronounced as monolayer graphene, our data
are still below the theoretical surface. The weaker suppression
may result from the fact that the bottom layer of bilayer
graphene has experienced less damage by our low energy
plasma than the top one [26]. Therefore, this less disordered
layer provides a channel of substantial cooling.

The e-p coupling strength depends on the deformation
potential D, which characterizes the band shift upon lattice
deformation [38—40]. For the theoretical cooling power surface
in Fig. 3, we use D = 18 eV. Note that D for graphene ranges
from 10 to 70 eV in various experiments, but 18 eV is the
most common value for graphene [35]. If the suppression is
due to an overestimated D, to account for the small cooling
power, one would require D to be only about 5 eV, one-half
of the lowest value reported. Therefore, we believe that the
suppression cannot be explained by a small D.

By linear fits of P versus 7} — Tp3h, the coupling constant A
can be obtained. In Fig. 4, A is plotted as a function of carrier
density n. A for all samples decreases when approaching
the CNP. This is because fewer carriers at Fermi level could
contribute to the total cooling power.

We now take a look at the dependence of the coupling
constant on the degree of disorder. The degree of disorder is
indicated by the localization length &. For instance, & for SM 1
and SM2 is 156 and 21 nm, respectively. Consequently, the
coupling constant A of SM1 is only about one-third of the
value of SM2, as depicted in Fig. 4(a). The dependence of A
on £ is consistent with the suppression of the e-p scattering
by disorder. For the two bilayer samples, SB1 and SB2, the
localization lengths are close. The n dependence of A for
both samples aligns reasonably well and is consistent with the
monolayer samples [see Fig. 4(b)].

The Joule heating experiment has also been carried out at
different phonon temperatures Tp,. In Fig. 4(c), the coupling
constant A is plotted as a function of Ty,. Usually, A is
independent of Ty, which is actually seen at low temperature
for SB1. However, as the temperature goes above 7 K,
A is enhanced. Later, we will show that the unexpected
T dependence is likely related to the dynamic nature of
vacancies.

At first glance, the suppression of electronic cooling by
vacancies seems surprising, in that the theory has predicted
that in the Bloch-Griineisen regime, disorder would enhance
the cooling [17]. Earlier experimental results have confirmed
it [35,37]. There is one exception in which weaker cooling was
found for a more disordered sample [13]. However, it is not
clear what kind of disorder dominated electronic scattering in
the sample. It will be shown that the nature of disorder might
play a critical role in the electronic cooling. The difference
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FIG. 4. (Color online) Coupling constant A. (a) Extracted coupling constant A as a function of carrier density n in monolayer samples. (b)
Dependence of A on carrier density 7 in bilayer graphene samples. The curves for two samples with similar degree of disorder align reasonably
well, confirming the consistency of our experiment. (c) Dependence of A on phonon temperature Ty,,. The data of SM2 are plotted with respect
to the right y axis. The error bar reflects the difference of A obtained by the nonlinear IV at the positive bias and negative bias.

between our samples and others is that the dominant disorder
is the vacancy instead of the charge impurity. One possibility
is that the suppression is caused by the change of the density of
states (DOS) due to vacancies. It has been found that vacancies
lead to an enhancement of DOS around the Dirac point [41].
An increase of the phase space often strengthens e-p scattering,
which is the opposite of what we have observed. Moreover,
the change of DOS occurs only in the vicinity of the Dirac
point, while the observed suppression smoothly extends to
high carrier density. Thus, the effect of DOS can be ruled
out.

The effect of disorder on the e-p interaction has been
extensively studied in disordered metals. The experimental
results were mixed, as both enhancement and suppression of
the e-p coupling have been observed [42—45]. It was realized
that the effect depends on the character of disorder [46—49].
Static disorder prolongs the effective interacting time between
an electron and a phonon, leading to an enhancement of
interaction. The power index § in Eq. (1) decreases by one.
In contrast, dynamic disorder (disorder that is completely
dragged by phonon) modifies the quantum interference of
scattering processes [47], suppressing the interaction, in
accordance with the famous Pippard’s ineffectiveness condi-
tion [50]. § often increases by one. To see the suppression,
dynamic disorder scattering has to be the dominant one,
otherwise a small amount of static disorder will reverse the
effect [47].

Apparently, our samples satisfy the condition, as vacancies
are the dominant scatterers and also completely dragged by
phonons. We speculate that suppression of e-p interaction
is due to dynamic disorder. In previous studies, disorder
is theoretically considered to be static. This is also true in
other experimental work, in which the dominant disorder
is due to charge impurities [51,52]. The difference in the
dynamics of disorder might account for the opposite behavior
between our results and others’. This explanation is consistent
with the temperature dependence of the coupling constant.
As described in Schmid’s theory [46,47], the e-p scattering
is suppressed by dynamic disorder. The resultant energy
relaxation rate re__lp is of the order of (g71)7, ! where Ty ' 13
is the relaxation rate in pure material, g7 is the wave vector

of a thermal phonon, and / is the electron mean free path. As
qr o Tph, the relaxation rate increases with Tpp.

It is also worthy to note that charge impurities are long-
range potentials that preserve the sublattice symmetry. This is
in contrast to vacancies, which are short-range potentials and
break the sublattice symmetry. The theory for supercollision
models disorder as short-range potential [18], while in [17],
disorder potential is long ranged. This character of disorder
strongly affects scattering of chiral electrons in graphene. Our
samples represent a graphene system that is quite different
from what is commonly seen, in that dynamic and short-ranged
potentials dominate. Therefore, the quantitative understanding
of our experimental results, including the power index &, relies
on future theory that takes into account both the dynamics and
the symmetry of disorder.

IV. CONCLUSION

In conclusion, we have observed significant suppression
of electronic cooling in defected graphene. The cooling
power of both monolayer and bilayer graphene samples
show T2 dependence, consistent with disorder-modified
electron-phonon coupling in graphene [17,18]. However,
the magnitude of the cooling power is over an order of
magnitude smaller than that of clean graphene predicted by
theory [9,12] and also less than other experiments [35,37].
The suppression of electronic cooling may be related to the
dynamic nature of vacancies, which has not been studied in
graphene. This effect can be utilized to further improve the
performance of graphene-based bolometer and photodetector
devices.
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