PHYSICAL REVIEW B 91, 115201 (2015)

5

Dynamics of excitons bound to nitrogen isoelectronic centers in GaAs
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A detailed analysis of the dynamics of excitons bound to two nitrogen atoms forming an isoelectronic center
of C,, symmetry in GaAs is presented. The temperature dependence of photoluminescence (PL) intensities
under both continuous and pulsed excitations reveals (1) overall decay rates significantly slower than that of
spontaneous emission, (2) a decay rate anisotropy between states of orthogonal symmetry representations, and
(3) a complementary behavior of relative intensities measured from states of identical symmetry representations.
A comprehensive model of the exciton fine structure and the exciton dynamics allows the determination of the
strength of the exchange and crystal-field interactions, the light- and heavy-hole splitting and composition of
exciton states, the exciton capture time, the rates of spontaneous and nonradiative emission, and the rates of
interlevel transfers induced by interactions with nuclear spins and by longitudinal acoustic phonons. It is found
that the rate of electron spin flips is comparable to that measured in quantum dots but that the near degeneracy
of light and heavy holes results in an efficient transfer channel between light- and heavy-hole states of identical

symmetry representation.
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I. INTRODUCTION

The ability to write, manipulate, and read out quantum
states is a fundamental requirement for quantum information
processing, and over the last decade, several promising
optically addressed systems for qubits storage and operations
have been identified and studied. Seminal demonstrations were
realized using electrostatic and epitaxial quantum dots [1,2],
nitrogen-vacancy centers and other defects in diamond [3,4],
and phosphorous donors in isotopically purified silicon [5,6].
Each of these systems provides a unique set of advantageous
characteristics but also faces a number of challenges, making
the evaluation of their long-term prospects for quantum
information applications difficult. It is therefore not surprising
that the search for other material systems is ongoing. In fact,
the choice is wide and remains largely unexplored. This is
particularly true for bound states created by impurities or other
point defects in crystalline hosts [7-10]. Recently, we have
demonstrated that charges trapped on isoelectronic centers
(ICs) in semiconductors are promising candidates, as they
combine two fundamentally advantageous characteristics not
commonly found together: the optical homogeneity of atomic
defects and the high dipole moment of semiconductor quantum
dots [11].

ICs are atomic defects built from one, two, or a small
number of impurities forming an isovalent center. Through
a deformation of the lattice and a disruption of the electronic
charge density of the host material, this center can trap either
an itinerant electron or a hole, depending on the nature of the
impurities. This primary charge can then trap via Coulomb
interaction a secondary charge of opposite sign to form an
exciton. These defects were first studied several decades ago,
but the ability to individually address and optically control
them has only been demonstrated recently [12]. Although a
number of isoelectronic impurities have been identified for
many semiconductor materials, pairs of nitrogen atoms (dyads)
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in GaAs [12], GaP [13], and AlAs [14] and of Te atoms
in ZnSe [15] are the most studied impurity-host systems to
date. The physics of ICs is reminiscent of quantum dots
since conduction- and valence-band states remain valid for
describing bound electrons and holes states. IC characteristics
can be tuned by varying the composition (number or type
of impurities), configuration (interatomic separation and sym-
metry), and orientation within the host lattice. They can be
addressed both electrically and optically. Furthermore, ICs
can bind single charges, excitons, biexcitons, and charged
excitons [16], a technological advantage observed for only
a very few atomic-size defects [17]. However, in contrast
to other optically controlled qubits, their intrinsically low
inhomogeneous broadening, high photo-stability, and high
electric dipole moments may be strategically advantageous
for scaling up quantum information applications with minimal
implementation complexity.

To determine their potential as building blocks for quantum
information, it is critical to establish a better understanding of
IC characteristics (charge-trapping mechanisms, exciton fine
structure, energy levels associated with various configurations,
etc.) and of the behavior of bound charges. In this work,
we reveal several fundamental aspects related to exciton
states bound to N dyads in GaAs and their spin dynamics,
from the exciton capture rate to interlevel transfer rates. The
scope of the experimental data and the depth of the present
analysis exceed everything that has previously been done on
Te dyads in ZnSe [15] and N dyads in GaAs [18] and GaP
[19]. Furthermore, in contrast to many previous works on
semiconductor nanostructures [20], this analysis rigorously
takes into account the reduced symmetry of the system
(Cyy) and the considerable light- and heavy-hole mixing of
exciton states. It therefore allows for a richer and more
complete understanding of the various mechanisms governing
the exciton dynamics.

This paper is organized as follows. Section II briefly
describes the sample structure and experimental methods
used. Section III presents experimental results. It includes
the exciton fine structure and the temperature dependence of
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time-resolved PL curves and of PL intensities. Section IV
presents a comprehensive model used to simulate the exciton
dynamics and reproduce the experimental data of Sec. III.
Section V demonstrates that this model satisfactorily accounts
for all experimental observations and presents an insight-
ful discussion on the important mechanisms governing the
exciton dynamics. Finally, Sec. VI briefly summarizes our
findings.

II. SAMPLES AND METHODS

A single GaAs:N layer of 25 nm was grown between
two 5-nm layers of undoped GaAs(001) and was inserted
between two Al 25Gag 75As barriers. The concentration of the
nitrogen-doped layer is such that the dyad surface density is
1 um~2, allowing us to spatially resolve single dyads using
a diffraction-limited confocal microscope with a resolution of
0.8 um at 820 nm.

The known nitrogen-dyad configurations that emit in the
band gap of GaAs exhibit C, symmetry [12] and have been
assigned to two substitutional nitrogen atoms positioned in
first- and fourth-nearest-neighbor sites on the anionic sublat-
tice [21]. In this work, we present emission characteristics
of the nitrogen dyad emitting at 1.508 eV, which has been
attributed to the first-nearest-anionic-neighbor configuration,
NN;.

Microphotoluminescence measurements were performed
on single dyads at temperatures ranging from 5 to 12 K. Exci-
tation was provided by either a 1-ps mode-locked Ti:sapphire
laser operating at 800 nm with a repetition rate of 80 MHz or a
cw 780-nm laser. The photoluminescence signal was analyzed
using a spectrometer and an avalanche photodiode providing
a spectral resolution of 60 pueV and a temporal resolution of
less than 100 ps. A motorized A/2 wave plate and a polarizer
were used to analyze the polarization of the emission.

III. EXPERIMENTAL RESULTS

A. Fine structure of the emission

Figures 1(d) and 1(e) show the photoluminescence intensity
from a single nitrogen dyad as a function of energy and linear
polarization angle. The fine structure of the excitonic emission
arises from the combined effects of confinement, electron-hole
exchange interaction, and crystal-field interaction. Although
similar to what is usually observed from conventional quantum
dots, the quasidegeneracy of heavy- and light-hole states
results in a richer fine structure involving twice the number
of excitonic states. The specifics of the emission fine structure
and polarization can be used to unambiguously identify the
symmetry of the dyad [22], as was done for N in GaP [13]
and GaAs [12] and for Te dyads in ZnSe [15]. The four
transitions presented in Fig. 1 clearly identify a dyad with a C,,
symmetry.

Under C,, symmetry, the degeneracy between the eight
excitonic states formed by the J = 2 quintuplet and the J =
1 triplet is completely lifted [16,22]. The mixing of these
states gives rise to two dark states (D; ) not coupled to the
electromagnetic field and six bright states exhibiting linearly
polarized emission: two polarized along the dyad (X ), two
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FIG. 1. (Color online) (a) In-plane and out-of-plane configura-
tions for dyads of C,, symmetry. (b) Calculated spectral position
of all excitonic states of a nitrogen dyad oriented along (110).
(c) Photoluminescence intensity polarized parallel to an out-of-
plane nitrogen dyad of C,, symmetry. (d) Photoluminescence
intensity polarized perpendicular (0°, red curve) and parallel (90°,
black curve) to the in-plane nitrogen dyad studied in this work.
(e) Photoluminescence intensity map as a function of energy and
linear polarization of the emission.

polarized perpendicular to the dyad and the C; axis (¥} 2), and
two polarized along the C; axis (Z; 7).

Transitions in the spectra of Fig. 1 are labeled according
to the orientation of their polarization (X, Y, Z) and to
their relative energy (1 and 2 for the low- and high-energy
manifolds, respectively). The absence of Z;, transitions in
the spectra shown in Figs. 1(d) and 1(e) indicates that this
particular center is formed from two nitrogen atoms located in
the plane of the sample and oriented along (110). Transition
Z, is observed only from out-of-plane dyads, for which a PL
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spectrum is presented in Fig. 1(c) in order to complete the set
of optical transitions observed from this isoelectronic center
configuration [23].
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FIG. 2. (Color online) Time-resolved PL from the single nitrogen
dyad presented in Fig. 1. (a) All four excitonic transitions at 7 = 8 K
and (b) transition Y; at all temperatures studied. For both panels,
the red curves show the sum of one rising and one decaying
monoexponential that best fitted the data; decay times are indicated.
Blue curves show the PL intensities calculated from the model
presented in Sec. IV. (c) Temperature evolution of extracted decay
times. Y; and Y, (X, and X,) are represented by the red and blue
squares (circles). Dashed (X;) and solid (Y;) lines are added to guide
the eye.
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B. Luminescence decay-time anisotropies

Time-resolved photoluminescence (TRPL) was performed
on X, X,, Y}, and Y, at temperatures of 5, 6.5, 8, 10, and
12 K. Above 12 K, the photoluminescence intensity abruptly
vanishes. Figure 2 presents a representative subset of the data
used in this work to analyze the exciton dynamics: Fig. 2(a)
shows the TRPL curves of the four allowed transitions at 8 K,
and Fig. 2(b) shows the TRPL curves of Y; at all temperatures
studied. As can be seen from the two panels, all curves are very
well represented by the sum of one rising and one decaying
monoexponential (red curves). This was also the case for the
12 other PL decay curves.

The rise time of the photoluminescence varies between 250
and 500 ps and does not exhibit a dependence on temperature
or on the excitonic state involved, indicating that the exciton or
charge-carrier capture process does not sensitively depend on
these two aspects for the temperature range studied. In contrast,
the decay time of the luminescence significantly depends on
both. Asindicated in Fig. 2(a), at 8 K, the decay times of X and
X, are, respectively, 5.8 and 5.7 ns, and those of Y; and Y, are,
respectively, 4.3 and 4.6 ns. Interestingly, decay times of states
involving identical polarizations are quite similar, but they
strongly differ for states involving orthogonal polarizations.
This decay-time anisotropy is very well illustrated in Fig. 2(c),
asitis observed at all temperatures, although most significantly
at low temperatures.

In addition to this anisotropy, we note that the measured
PL decay times are about 10 times slower than the anticipated
spontaneous emission lifetimes. Determined from resonantly
driven Rabi oscillations, dipole moments reveal radiative
lifetimes on the order of 500 ps [11].

C. Revealing symmetries in photoluminescence intensities

Relative luminescence intensities as a function of tem-
perature exhibit surprisingly rich information also pertaining
to the exciton dynamics. Figure 3(a) presents the relative
intensity of the four transitions, and Fig. 3(b) shows the
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FIG. 3. (Color online) (a) Temperature dependence of the rel-
ative PL intensity of the four allowed excitonic transitions. Y,
and Y, (X, and X,) are represented by the red and blue squares
(circles). Dashed (X;) and solid (Y;) lines are added to guide the eye.
(b) Arrhenius plot of the total PL intensity measured from all four
transitions shown in Fig. 1. The solid curve shows the calculated
intensity of a thermally activated process.
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evolution of the total intensity. Relative intensities show
distinctive behaviors depending on both the transition energy
and polarization. Intensities of X, are almost equal at 5 K,
but the higher-energy X, strongly dominates the lower-energy
X at higher temperatures. In contrast, transitions Y}, show
dissimilar intensities at 5 K, but their intensities converge
at higher temperatures. At all temperatures, the sum of the
intensity of X and X, and that of ¥} and Y, make up 50% of
the total intensity.

D. Quenching of the photoluminescence total intensity

Figure 3(b) shows an Arrhenius plot of the total intensity
measured from the four allowed transitions as a function of
temperature. A rapid intensity drop of more than 3 orders
of magnitude is observed as temperature is raised from 5 to
12 K. It is due to thermally activated nonradiative processes
quenching the radiative emission. Finally, all experimental
results presented in this section are representative of those
measured on other nitrogen dyads emitting at 1.508 eV.

IV. EXCITON DYNAMICS MODEL

Identical decay times for similarly polarized transitions
together with striking symmetries in photoluminescence inten-
sities suggests that efficient X| <> X, and Y| < Y, transfers
occur before radiative emission. Furthermore, the X and Y
decay-time anisotropy along with the fact that all decay times
measured significantly exceed spontaneous emission lifetimes
suggests that recombination dynamics is also influenced by a
second interlevel transfer mechanism connecting bright and
dark states together. Although valuable clues can be directly
extracted from the data, a comprehensive understanding of the
exciton dynamics requires a quantitative model. In this section,
we present the model used to analyze the time and temperature
dependence of the PL, extract information on the angular
component of exciton wave functions, reproduce exciton
transition energies, and determine radiative and nonradiative
rates along with interlevel transfer rates.

Figure 4 presents the structure of the model and the
parameters (shown inside gray boxes) required to numerically
reproduce the experimental data (labeled in red). This model
is divided in three parts. Part I calculates exciton energies and
wave functions from a Hamiltonian that takes into account
the exchange and the crystal-field interactions and light- and
heavy-hole confinement effects. A rigorous treatment of C5,
symmetry requires six parameters. Part I uses these wave func-
tions to calculate transfer rates associated with spontaneous
emission and nonradiative emission and interlevel transfer
rates induced by the hyperfine interaction and by acoustic
phonons. The relative influence of these four mechanisms
is modulated by five parameters: Fgad), F(()m), W(ghﬁ, F(()ap ),
and the energy barrier E; associated with the nonradiative
process. Except for spontaneous emission, exciton transfers
are thermally activated and sensitively depend on temperature.
Finally, part III dynamically calculates exciton populations and
PL intensities using a nine-level population balance model. It
exploits the transfer rates calculated in part II with the addition
of a parameter describing the exciton capture rate I'°®Y_ Here,
we present a detailed description of these three parts.
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FIG. 4. (Color online) Schematic representation of the model
used to calculate excitonic energies and wave functions, time-resolved
luminescence curves, and luminescence intensities. Quantities in gray
boxes are adjustable parameters, and quantities labeled in red are
those directly compared to the experimental data. Boxes with thicker
contours indicate temperature-dependent transfer mechanisms. The
inset shows the population balance model for excitonic state i
involving the ground state 0 and the seven other excitonic states
for which i # j.

A. Part I: Excitonic wave functions

The perturbation Hamiltonian lifting the degeneracy be-
tween the eight states of the bound exciton takes into account
three effects: the electron-hole exchange interaction, the
crystal-field perturbation produced by the dyad on the crystal,
and the confinement effects experienced by light and heavy
holes.

Under C,, symmetry, the three principal axes are inequiv-
alent, and the Hamiltonian is

H=— Z a; J;S; + Z U,’Jl-z, (D

i=x,y,2 i=x,y,2

where J and S represent the total angular momentum of the
hole and the electron spin. The first term in the Hamiltonian
corresponds to the exchange interaction, where a, , . are the
nondegenerate exchange parameters. Similarly, the crystal-
field Hamiltonian is composed of three coefficients, vy , .. The
diagonal part of this Hamiltonian is isomorphic to the effect of
confinement on light- and heavy-hole bands, such that these
coefficients also take into account effects of confinement on
the exciton fine structure. More details about the development
of this Hamiltonian can be found in Ref. [22].
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TABLE 1. Symmetry-adapted exciton wave functions, C,, rep-
resentations, and dipole moments [expressed in units of ({s|x|x),
(sly1y), (s1zlz))] ¥1—4 and ¥s_g are built from heavy- and light-hole
states, respectively.

Wave function Representation (¥ I£]0)

U7 = J5(—Beds + ) y 0.0.0
%:; = ﬁ(ﬂed’l + e Ps) I (f’o 0)
3 = ﬁ(ﬁe¢4 + aed)l) F3 (O’O’O)
(y) — ﬁ(_ﬂed)l + . Py) Iy (07%70)
;” = L (=Bet + aehs) ry 0.0.75)
& = J5(Begs + aehn) I (70,0
;d) = %(ﬁe(bZ + ae¢3) r3 (0’0’0)
) = J5(—Bets + ) ry 0.0

The remote spin-orbit split-off valence states are ignored,
and this Hamiltonian is expanded in a basis of eight exci-
tonic states built from two electron states (o, = |1/2,1/2),
B.=11/2,—1/2)) and four hole states (¢; = |3/2,3/2),
¢ =13/2,1/2), ¢3=13/2,—1/2), and ¢4 = |3/2,-3/2)).
Symmetry-adapted exciton wave functions are presented in
Table I and Fig. 5 along with their representations and dipole
moments. ¥;_4 and ¥s_g are, respectively, built from light-
and heavy-hole states, and superscripts (x, y, z, or d) indicate
either the polarization orientation or a dark state not interacting
with the radiation through the usual dipolar term.

Exciton energies and wave functions are obtained by
diagonalizing Eq. (1). Mixing between light- and heavy-hole
states of identical representations generates eight coupled
wave functions W;. This approach has already been used
to analyze the excitonic fine structure of in-plane [24] and
out-of-plane nitrogen dyads [23].

B. Part II: Exciton transfer mechanisms

Exciton energies and wave functions are then used to
calculate transfer rates associated with spontaneous emission
to the ground states, nonradiative processes, and interlevel
transfers.

1. Spontaneous emission and nonradiative processes

The rate of spontaneous emission from the exci-
tonic state |W;) to the ground state |0) is calculated

GaAs host C,, dyad Polarization
(T, symmetry)
e [, Z-axis

® e U, X_axis Mostly
% FII:I Exchange ————T, Y-axis HH
3 +
© Crystalfield _— — — — — — _ ri _Da_rk _____
c + I, Y-axis
S
g [ W inment s, Xy
& T — e Mosty

\ e [, Dark LH
e [ Z-axis

FIG. 5. (Color online) Schematic diagrams of energy levels for a
free exciton in a GaAs crystal and for an exciton bound to a nitrogen
dyad of C,, symmetry. The ordering of the levels is obtained from
Eq. (1) and the PL data.
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using

I =Tg 1w #0) @
where F is a vector of unit length. In this expression, the radial
parts of atomic and envelope wave functions were decoupled
from angular and spin coordinates and were absorbed into
" which is to be determined experimentally. The angular
part (¥;|£|0) is explicitly integrated to obtain the relative
dipole moment of excitonic transition i.

As shown in Fig. 3(b), the total PL intensity is strongly in-
fluenced by temperature, indicating the presence of thermally
activated nonradiative processes. Assuming the presence of an
external state f positioned at energy E r, the nonradiative rate
for state i is

F(nr) F(nr) 3)
! exp(AE; /kgT) — 1’

where AE; = E; — E; isthe activation energy associated with
r (nr)
0

the transfer from i to state f. is a constant describing the
strength of phonon-exciton interactions enabling nonradiative
processes. It does not depend on the exciton state, and it is
determined experimentally.

2. Interlevel transfers mechanism

Interlevel transfers between excitonic states involve pro-
cesses flipping the spin of the electron or hole or both. The
most relevant spin-flip mechanisms for isoelectronic centers
are discussed below.

Spin-orbit-induced transfers. The spin relaxation of elec-
trons (~100 ps) and holes (~100 fs) in bulk semiconductors
is dominated by spin-orbit interaction [25,26]. In quantum
dots, much longer relaxation times are experimentally found
at low temperatures, revealing that carrier localization strongly
quenches spin-orbit-related mechanisms [27-32]. Indeed,
theoretical calculations estimate that spin-orbit interaction
leads to electron and hole spin-relaxation times exceeding
1 us in strongly confined quantum dots (<10 nm) [33-35].
Although the localization of electrons bound to ICs like
N dyads in GaAs is not accurately known, two important
aspects indicate a strong localization: the rapid variation of
the exciton binding energy with the separation between the
two nitrogen atoms [36] and the very small diamagnetic [37]
shift (1.27 ueV T~2) associated with the bound electron [24].
Furthermore, empirical pseudopotential calculations suggest
that the electron wave function is concentrated within the
volume of a few unit cells [21]. Spin-orbit-related processes
are thus expected to be of secondary importance.

Hyperfine-induced transfers. The dominant electron spin-
relaxation mechanism in semiconductor quantum dots is the
simultaneous spin flip of an electron and a nucleus induced
by the hyperfine interaction [38,39]. The calculation of
transfer rates between nondegenerated excitonic states requires
second-order perturbation theory because the energy involved
in the spin flip of a nuclear spin does not match the exciton
energy splitting [40,41] and a phonon interaction is necessary
to fulfill energy conservation. Analytical models reveal that
the rates are inversely proportional to N, the number of nuclei
under the electron wave function. Therefore, in comparison
with quantum dots where N ~ 10%, the strong localization
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of the electron mentioned above could lead to very efficient
hyperfine-induced exciton transfers.

The calculation of transfer rates starts from the Hamiltonian
describing the hyperfine contact interaction between a bound
electron and nearby lattice nuclei,

HO — Z AS - T,

k
1
=> A (5<S+1,k + S L0+ Szlz.k) . @
k

where the summation runs over all nuclei sites. A; =
Ao,kv0|‘~ll(rk)|2, where A are the hyperfine constants, vy is
the primitive cell volume, and | W (ry)|? is the electron density
at site k. S and I are the electron and nucleus spin operators,
and Sy and I, are the usual ladder operators. Since they have
been shown to be less efficient, spin flips involving holes and
nuclei are neglected [42,43].

The first two terms in Eq. (4) lead to electron-nucleus spin
flips. The nuclear spin-flip energy hw, is negligible compared
to the energy difference between exciton states, and interlevel
transfers must be assisted by phonon emission or absorption
hwq. The transfer rate is therefore determined by both the
hyperfine (H Dy and exciton-phonon (H M) interactions.
Using second-order perturbation and Fermi’s golden rule, the
transfer rate from |W;) to [¥;) is

2
h: h <\IJ’7M,|H(hf)|\IJaM>
rgjﬂzrngP(m“ | ©
T H

where
2
e = I [ H 0, PO(E; — E))

if Ej > Ei,
otherwise

{NB(Eij) )

Np(E;j) +1

is the phonon-exciton scattering rate, Ng(E;;) is the phonon
occupation probability given by the Bose-Einstein statistic,
|W,) is a virtual state with angular component similar to that
of ¥;,and E;; = |E; — E;|. E; > E; corresponds to phonon
absorption, and E; < E; corresponds to phonon emission.
u and u’ refer to the initial and final nuclear-spin states,
and P(u) is their occurrence probability. In the absence of
nuclear polarization, P () is the same for all possible values
of u. Equation (5) is simplified by collecting into a single
parameter, Wéhﬂ, all quantities independent of the excitonic
states involved. This includes normalization constants arising
from the radial and envelope parts of wave functions, hyperfine
constants Ay, and physical constants. In addition, the phonon-
exciton interaction is assumed to be identical for all states j,
such that the influence of (¥;|H®|W,) is also collected in

Wéhﬂ. The hyperfine transfer rate is thus given by

h h (W), 1S T + S 1) Wi, ) |
o = WS po |

— Eij
Nb(Eij) if Ej > Ei, (7)
Np(E;j) +1  otherwise.
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Matrix elements are evaluated using wave functions |\¥;), and
as expected, nonvanishing transfer rates occur between dark or
Z-polarized states and X - or Y -polarized states. The value for
Wého is determined by fitting the model to the experimental
data.

Acoustic-phonon-induced transfers. For epitaxial quantum
dots, valence-band degeneracy is lifted by confinement and
external strains, leading to negligible exciton transfers be-
tween light- and heavy-hole manifolds [44]. For isoelectronic
centers, the Hamiltonian presented in Eq. (1) couples nearly
degenerate light- and heavy-hole excitonic states, and as a
result, new processes can significantly influence the exciton
dynamics.

Through their deformation of the lattice, phonons create
a momentary perturbation providing the impulse and energy
needed for interlevel exciton transfers. These exciton-phonon
interactions arise principally through the piezoelectric and de-
formation potential couplings generated by acoustic phonons,
but for exciton states, piezoelectric coupling is relatively
unimportant because the electron and hole wave-function over-
lap reduces polar interactions [45,46]. Deformation potential
coupling is treated using the Bir-Pikus strain Hamiltonian,
which, for a system of C,, symmetry, is

HY =4 3" (dyJ? +dyJ? +diJ2) ()

i=x,y,z

2
+ ﬁ(exz{‘lx’-]z}kxz) + eyz{Jvaz}<€yz)

+exy{Jx, JyHexy)), ®)

where the notation {J;,J.} denotes an anticommutator, d;; and
e;r are deformation potentials, and (¢;;) are phonon-induced
strains averaged over the hole wave function. This Hamiltonian
couples any given heavy-hole (light-hole) state with its
light-hole (heavy-hole) counterpart of identical representation
through longitudinal strain elements €; and with the three
remaining light-hole (heavy-hole) states through shear strain
elements ¢;; (i # j). Simplifications are necessary to reduce
the complexity of this Hamiltonian to a tractable level.
First, it has been demonstrated that deformation potential
coupling is dominated by LA phonons [47,48], as long
wavelength TA phonons are akin to lattice translations at
the scale of a localized exciton. Thus, coupling induced
by TA phonons through shear components are neglected
by setting d;; =0 for i # j. This assumption implies that
transfers can now occur between only light- and heavy-
hole states of similar symmetry representations. The next
simplification consists of assuming that deformation poten-
tials are simply proportional to the crystal-field parame-
ters solutions of Eq. (1), d;; = dv;. These simplifications
lead to

HY = 4d (v, J} + v, J] +0:07) (€xx) + (€4y) + (€22))-
)]

By combining d, strain components, and all other constants
into a single parameter I'®, the transfer rate from |¥;) to |¥ i)
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induced by LA phonons is then
NB(Eij)
Np(E;j) +1

As will be seen, this light- and heavy-hole coupling explains
the efficient population transfer between bright states of
identical polarizations.

le] > Ei,

otherwise. (10)

C. Part III: Population balance model

The time evolution of the population of all eight excitonic
states can be obtained by solving nine coupled differential
equations. The population balance model schematically rep-
resented in the inset of Fig. 4 leads to eight equations of the
form

dn; (rad) (nr) (ht) (ap)
J#
+ Z F(hf) F(ap) n + Tty (11)

J#i
and

an _ (Z F(Capt)) (12)

where n; is the population of state i (i = 1-8) and ny is the
exciton reservoir population. Index j runs over the indices
of all other states for which j #i. @Y js the exciton
capture rate, which is, in this model, identical for all states
and independent of temperature. All other transfer rates were
defined earlier.

These equations are solved numerically as a function of time
and temperature using nyp = 1 and n; = O for initial conditions.
The time evolution of exciton populations are calculated with
time increments of 4 ps. The instantaneous PL intensities given
by

Li(t,T) = ni(t, T)[™Y (13)

can be directly compared with experimental TRPL curves
and decay times t(7). The PL intensity under continuous
excitation is obtained by time integrating /(¢,7).

V. RESULTS AND ANALYSIS

The model parameters listed in Fig. 4 were determined in
two phases. First, the exchange and crystal-field coefficients
were deduced from the observed optical transition energies
and three additional physical considerations. Then, the pa-
rameters describing the exciton dynamics were determined by
simultaneously fitting all experimental time decay curves and
intensities.

A. Excitonic fine structure

A reliable determination of exchange (a;) and crystal-field
(v;) coefficients minimally requires six conditions. The first set
of conditions is provided by the five transition energies shown
in Fig. 1: X, and Y, > measured from an in-plane dyad and
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Z, measured from an out-of-plane dyad. Z, is associated with
a very low oscillator strength in high-quality samples, and its
energy position could not be reliably determined.

A second set of conditions is obtained from these three
additional considerations. First, the average value of exchange
coefficients must be positive, such that dark (triplet) states
are pushed below bright (singlet) states. Second, the dyad
orientation with respect to the measurement axes is obtained
from the polarization information gathered from both in-plane
and out-of-plane dyads. This identification allows associating
with each transition the required wave-function symmetry
representation and restricts the range of values for the exchange
and crystal-field coefficients [23]. Finally, we use the fact
that the relative intensities of Y; and Y, plateau at 25%
for T > 10 K (see Fig. 3). In this temperature regime, the
thermal energy (>1000 peV at 12 K) overcomes the energy
difference between Y, and Y, (180 weV) such that the exciton
occupation probability is uniformly distributed over both
states. Populations can then be factored out of Eq. (13), and
relative intensities are determined by spontaneous emission
rates or, according to Eq. (2), by their dipole moments. Equal
intensities therefore imply

[(V1[£10)* = [(Y2#]0)I%. (14)
This condition sets the relative weight of light- and heavy-hole
components of Y| and Y, and because the sums of light- and
heavy-hole components are conserved, it affects the energy and
wave function of the other six states. It considerably narrows
down the range of admissible values and facilitates the search
of the optimal solution.

These two sets of conditions are used to extract the
following values of the exchange and crystal-field coefficients:

a, = 142.0 ueV,
vy = 116.0 eV,

ay = 202.0 peV,
v, = 198.4 ueV,

a, = 180.8 ueV,
v, = —82.4 ueV.

As can be seen from Figs. 1(b) and 1(d), precise agreement
between calculated (vertical rectangles) and experimental
energy values is obtained.

In Ref. [24], the uncertainty in the value of exchange and
crystal-field coefficients was estimated to be less than 25%.
We believe that the values reported here are more accurate
since additional restrictions were taken into account, such as
the intensity ratio Y;/Y, and the spectral position of Z,. A
small variation of the coefficients did not significantly affect
energies and wave functions, and the uncertainty is estimated
at about 10%.

Although D, or other higher-symmetry versions of Eq. (1)
could not satisfactorily reproduce experimental results, the
three exchange coefficients are, nonetheless, relatively sim-
ilar and differ by less than 20% from their average value
(182 peV). In addition to strain produced by the dyad in
its environment, crystal-field coefficients indirectly take into
account light- and heavy-hole confinement effects. The light-
and heavy-hole splitting resulting from strain and confinement
is vy + v, — 2v,, leading to a value of 474 ueV. This energy
splitting is considerably larger than the exchange energy,
indicating that the exciton states preserve a dominant light-
or heavy-hole character. In contrast, the exchange interaction

115201-7



P. ST-JEAN, G. ETHIER-MAJCHER, AND S. FRANCOEUR

TABLE II. Calculated wave functions, energies, and relative
dipole moments of excitons bound to a dyad of C,, symmetry. The
PL energies are relative to the state with the lowest emission energy,
|Z,). States v, _g are presented in Table 1.

PL energy Relative dipole

Wave function ¥; (neVv) moment
|Z,) = 0.115yr; + 0.9935 854.7 0.33

|X,) = 0.449v, + 0.894)¢ 721.7 0.24

|Y2) = —0.259¢4 4+ 0.9575 571.7 0.17

|D,) = —0.092¢r; — 0.996, 503.5 0

|Y1) = —0.966v, — 0.259rg 261.7 0.17

|X1) = 0.894y, — 0.449 171.7 0.10

D) = —0.996v5 4 0.092y, 7.1 0

|Z) = —0.993y; +0.115v5 0 4x1073

dominates the crystal field and confinement effects for nitrogen
dyads in GaP [19].

The solution to Eq. (1) also provides excitonic wave
functions. They are given in Table II, along with their energy
and relative dipole moment. Excitonic states can be divided
into two groups: the low-energy (high-energy) group W,
(W) shows a dominant heavy-hole (light-hole) character,
illustrating again that crystal-field and confinement effects
dominate the exchange interaction. The heavy- and light-hole
mixing is relatively important for X and Y states, as was
observed in quantum dots [49], but it is particularly weak
for D and Z states. We will therefore refer to states Xy, Y,
Z1, and D, as heavy-hole states and to states X», Y», Z,, and
D, as light-hole states.

As expected, the relative oscillator strength is distributed
equally along the three polarization directions. Interestingly,
light-hole excitons W, gather 3 times the oscillator strength of
heavy-hole excitons W;.

B. Exciton dynamics

The six parameters related to the exciton dynamics were
determined by simultaneously fitting the experimental data
set composed of 20 TRPL curves and 20 integrated intensities.
They are listed in Table III. Their determination was facilitated
by the distinctive effects each transfer mechanism has on decay
times and relative intensities and by their relative importance
as a function of temperature.

As shown by the blue decay curves in Fig. 2, the calculated
time evolutions reproduce those of the four allowed transitions
at 8 K and that of Y; at all five temperatures. As already
mentioned, only a fraction of the data experimentally measured
and numerically modeled is shown, but the agreement is just
as satisfactory for the 12 other TRPL curves. The experimental
decay times shown in Fig. 2(c) are reproduced and compared
to calculated values in Fig. 6(a). As can be seen, the calculated

TABLE III. Parameters describing the exciton dynamics.

r (()capl) r (()rad) r (()nr) Ef r (()ap) Wéhf)
(ns™h) (ns™h) (ns™h) (meV) (ns™hH (neVZns™)
0.051 154 151 4.7 4.2 263

PHYSICAL REVIEW B 91, 115201 (2015)

Decay time (ns)
N W » O O N 0 ©

o
o

0.25

0.25F

Relative PL intensity
o

(syun "que) Aysusyuiid

Y I B
12 6 8 1012

P .1I0. 1
Temperature (K)

(e}
o0

FIG. 6. (Color online) (a) Comparison of the temperature depen-
dence of experimental and calculated TRPL decay times. The relative
photoluminescence intensities of (b) X;, and (c) Y;» (error bars are
too small to be visible). (d) The total photoluminescence intensity.
Data points and curves represent experimental and calculated values,
respectively.

decay times reproduce all important aspects of the experi-
mental data set: (1) the distinctive decay time associated with
all transitions at T < 5 K, (2) the convergence of the decay
time associated with similarly polarized transitions at higher
temperatures, (3) the decay-time anisotropy between X and Y
transitions at 7 < 10 K, and (4) the vanishing anisotropy at
higher temperatures. The model also satisfactorily reproduces
the relative intensity of all four transitions as a function
of temperature. As can be seen in Figs. 6(b) and 6(c), Y;
(X,) dominates the spectra at low (high) temperatures, X (Y)
transitions show equal intensities at low (high) temperatures,
and X and Y transitions make half of the total intensity. Finally,
the calculated PL intensity shown in Fig. 6(d) accurately
reproduces the effect of the temperature-dependent quenching
mechanism. As the model satisfactorily captures all aspects of
the experimental data, an in-depth interpretation of the exciton
dynamics is possible.

1. Exciton capture

The capture rate T\ represents the rate at which a
given state is populated by an exciton. The rate at which a
dyad binds an exciton in any of the eight excitonic states is
8 times superior, leading to a capture time of 2.5 ns. This
capture time is long compared to that of quantum dots, which
typically occurs on a time scale of 100 ps. Although the
exciton formation mechanism is not yet well understood, the
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TABLE IV. Exciton transfer rates (in ns~!). All temperature-dependent rates are given at 5 (upper entry) and 12 K (lower entry). Transfers
resulting from the coupling of light and heavy holes through LA phonons are shown in italic. All other interlevel rates results from the hyperfine

interaction.
To Radiative Nonradiative

From |Z5) |X2) [Y2) | D) Y1) |X1) |Dy) |Z1) rate rate
22 w0 dmloowms o gmo s
PO R S SEEY
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D) 0 vors T e 00021 077 0 0 Yy
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localized and unipolar nature of the isoelectronic potential
could, indeed, result in capture times significantly different
from that of quantum dots.

In conditions where the PL decay rate of photogenerated
carriers in the surrounding bulk or quantum well is faster than
the capture rate, nonresonant optical pumping becomes less
efficient, and the PL yield is reduced. It also implies that
the spin is lost through several bulk relaxation mechanisms
before exciton capture. A better understanding of the capture
mechanism and the identification of the limiting process
appears necessary for a deeper analysis. Nonetheless, resonant
excitation can be used to generate excitons and spin-polarized
excitons through a relatively high dipole moment and conve-
nient optical selection rules.

2. Spontaneous emission

The rate of spontaneous emission rate F(()md) multiplied by
the dipole moment of a given state results in the radiative
rates listed in Table IV. The radiative recombination lifetimes
associated with bright states range from 200 to 670 ps.
These values are in good agreement with Rabi oscillations
measurements that revealed radiative lifetimes on the order of
500 ps [11].

For z-polarized transitions, the rate is very high (5 ns~") for
Z, and very low (0.06 ns™!) for Z,. This is attributed to the
fact that, as presented in Table I, a pure heavy-hole state has a
vanishing dipole moment along the z axis. Therefore, Z; with
its dominant heavy-hole composition is associated to a very
low spontaneous emission rate.

3. Nonradiative emission

Figure 3(b) indicates that photoluminescence quenching is
well represented by a single Arrhenius equation [/(0)/I(T) —
1 = Aexp[—E,/(kgT)], where 1(0) is the extrapolated inten-
sity at T = 0 and E, is the activation energy] with E, = 5.1 £
0.1 meV. However, this simple model is not strictly accurate
as it supposes that all excitonic states share the same energy.
The exciton dynamics model yields the temperature-dependent
total intensity shown in Fig. 6(d). The activation energy ranges

from 4.7 meV for Z, (value shown in Table III) to 5.6 meV for
Z,. The average value of 5.2 meV is similar to that obtained
from the simple Arrhenius fit, which indicates that the exciton
population tends to be uniformly distributed over all states as
temperature increases.

The rather large value of F(()"r) leads to a significant variation
of the nonradiative emission rate for different excitonic states
(see Table IV). At 5 K, the nonradiative lifetime ranges
from 0.4 pus (Z,) to 2.6 us (Z;), while at 12 K it ranges
from only 0.6 to 1.4 ns. Over 12 K, the rate of nonradiative
emission overcomes the rate of spontaneous emission, and the
photoluminescence signal completely disappears.

Taking into account the binding mechanism of excitons
to isoelectronic impurities [50], quenching can be associated
with (1) the escape of the hole leaving the electron bound
to the nitrogen dyad, (2) the escape of the whole exciton
(the free-exciton energy is 1.5141 meV), or (3) the escape
of the electron and hole as uncorrelated particles (the free-
electron and hole energy is 1.519 eV). For nitrogen dyads
in GaP, it has been demonstrated [19,50] that the dominant
mechanism depends on the binding energy of the nitrogen pair
configuration: the first mechanism dominates for the deepest
levels, and the second and third mechanisms dominate for
shallower levels. For excitons bound to the nitrogen dyad
emitting at 1.5078 meV in GaAs, PL experiments under
hydrostatic pressure have suggested that hole escape can be
clearly identified as the dominant mechanism only if the optical
binding energy clearly exceeds the thermal activation energy
[36]. In the case at hand, the binding energy of 6.3 meV
is only slightly higher than the activation energy 5.2 meV,
and our analysis cannot discriminate between both escape
mechanisms.

4. Interlevel transfers

Acoustic-phonon-induced transfers. Longitudinal-acoustic
phonons provide the impulse and energy to drive exciton
transfers between exciton states of identical polarization.
As seen from Table IV, these transfers considerably exceed
those of exciton capture, radiative and nonradiative emission,
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and hyperfine-mediated transfers at 12 K. Therefore, after
being populated, an exciton state reaches thermodynamic
equilibrium with its counterpart of similar polarization before
other types of transfer occur. As a result, identical decay
times for similarly polarized transitions are observed. At 5 K,
phonon-induced transfer rates are comparable to radiative
rates. Populations of similarly polarized states do not reach
complete equilibrium, and a slight difference in photolumi-
nescence decay times appears [see Fig. 6(a)].

Hyperfine interaction. Hyperfine interaction is a second-
order process that allows transfer between dark or z-polarized
states to x- and y-polarized states. Transfer rates are signifi-
cantly lower than spontaneous emission rates of most optically
active states and phonon-induced transfer rates. As can be seen
from the data in Table IV, the dominant hyperfine transfers
from X or Y states are to the closest Z or D states and vice
versa. The relatively slow transfers from D to bright states
explains the long PL decay time observed.

Depending on the initial state of the exciton, different
processes leading to radiative decay predominates. Directly
populated X, and Y|, states most likely recombine radia-
tively (or nonradiatively if thermal energy is sufficient) before
transferring to D or Z states. Similarly, Z; likely recombines
radiatively before transfers to X or Y states occurs. In contrast,
the weak dipole moment of Z; allows for exciton transfer
prior to radiative recombination. According to Table 1V, a
fast acoustic phonon-mediated transfer to Z, occurs, where
radiative recombination then takes place. Although these
subnanosecond decay rates influence the PL dynamics, they
are not directly observed as two slower processes mask their
presence, as described next.

The PL decay time observed for Y transitions corresponds
to the sum of several characteristic times associated with
(1) the capture of an exciton in either dark state D;,, (2)
the fast phonon-mediated transfer between D, and D, (3) the
dominant hyperfine transfer at 5 K to Y>, (4) phonon-mediated
transfer, which efficiently mixes the population of ¥; and Y>,
and (5) radiative emission, which occurs from either one of
these two states. Therefore, the PL decay time of Y states is
dominated by the slowest processes, which in this case are the
capture time and the hyperfine transfer. The PL decay time
for X transitions can be explained in a similar fashion. In this
case. however, phonon-mediated transfer from D; to X is
slower because of the larger energy splitting separating these
states, which explains the longer decay time observed in Fig. 6.

In quantum dots, experimental relaxation times at low
temperature (7 < 10 K) are typically in the range of 10 to
20 ns. [51,52]. Assuming that hyperfine-induced relaxation
dominates in this temperature regime, scaling down the num-
ber of interacting nuclei to match that of an IC bound electron
should lead to much larger Overhauser field fluctuations [40]
and significantly shorter relaxation times. However, this does
not appear to be the case. For X and Y}, hyperfine relaxation
times are, respectively, 15 and 25 ns at 5 K. Because of D,
and Z, positioned nearby, the relaxation times of X, and
Y, are somewhat shorter, 5.0 and 1.8 ns. Although hyperfine
interaction might possibly be enhanced by the smaller number
of interacting nuclei, it appears that it does not significantly
affect the exciton dynamics and that spin-relaxation times
remain comparable to those observed from quantum dots.
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Temperature evolution of the decay time. At low tempera-
tures (T < 2 K), thermally activated processes are quenched,
and dark excitons are trapped for a time scale significantly
larger than the laser repetition rate. The PL decay time is
therefore determined solely by the capture of bright excitons
and their subsequent radiative recombination. As temperature
increases, slow hyperfine transfers from long-lived D states
to bright states are activated, leading to an increase in the
observed PL decay times. The maximum decay time occurs
at 3.2 K for Y transitions and at 4.7 K for X transitions. This
difference is again explained by the larger energy separating X
states from D states. In this intermediate range of temperatures
(2-5 K), interlevel transfers mediated by LA phonons are
too slow to bring the exciton populations to thermodynamic
equilibrium, and dissimilar decay times are observed for
transitions with similar polarizations. At higher temperatures,
decay times are dominated by the capture of dark excitons and
their hyperfine transfer to bright states. Over 10 K, decay times
decrease faster because nonradiative recombination starts to
overcome every other mechanism.

Temperature evolution of relative PL intensities. Intensities
are proportional to integrated occupation probabilities and
radiative decay rates. In the limit of relatively high temper-
ature (T > 12 K), thermal energy is sufficient to equalize
occupation probabilities of all states. Relative intensities are
then proportional to radiative decay rates. As temperature is
reduced, occupation probabilities are higher for lower-energy
states, and the relative intensity of X; and Y; increases at the
expense of X, and Y.

VI. CONCLUSION

We have presented an extensive study of the recombination
dynamics of excitons bound to nitrogen dyads in GaAs, which
present a rich and complex behavior depending sensitively
on temperature, on symmetry representation, and on the
light- and heavy-hole content of the exciton states involved.
Through a simulation of the experimental data using a
comprehensive model, we were able to identify the nature of
the mechanisms governing the recombination dynamics and to
extract quantitative information on these processes. We have
identified that exciton capture and interlevel transfers mediated
by the hyperfine interaction are slow processes responsible for
the slow and anisotropic decay times experimentally observed.
Furthermore, we have demonstrated that deformations induced
by LA phonons couple heavy and light holes. This phe-
nomenon is relatively unique to systems with nearly degenerate
light- and heavy-hole states and leads to efficient transfers
between states of similar symmetry representation. We also
extracted numerical values for the radiative and nonradia-
tive emission rates, which agree with previously reported
values.

These findings significantly enhance our understanding
of the dynamics of excitons bound to ICs and suggest
that they are interesting candidates for the realization of
electron qubits. Indeed, the electron spin flip mediated by the
hyperfine interaction is not significantly enhanced and remains
comparable to that of quantum dots. Interestingly, much longer
relaxation times should be obtained from ICs in a host with
fewer nuclear spins, such as Si or II-VI semiconductors.
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