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Electronic, magnetic, and thermodynamic properties of Co2Cr(Ga,Si)-based shape-memory alloys, which
exhibit reentrant martensitic transformation (RMT) behavior, were studied experimentally. For electric resistivity
(ER), an inverse (semiconductor-like) temperature dependence in the parent phase was found, along with
anomalous behavior below its Curie temperature. A pseudobinary phase diagram was determined, which gives
a “martensite loop” clearly showing the reentrant behavior. Differential scanning calorimetry and specific-heat
measurements were used to derive the entropy change �S between martensite and parent phases. The temperature
dependence of the derived �S was analyzed thermodynamically to confirm the appearances of both the RMT
and normal martensitic transformation. Detailed studies on the specific heat in martensite and parent phases at
low temperatures were also conducted.
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I. INTRODUCTION

Generally, during conventional martensitic transformation
(MT), the parent (P) phase is stable at high temperatures,
and the martensite (M) phase is formed during cooling.
Conventional shape-memory alloys (SMA) show the shape-
memory effect (SME) during reverse MT, and therefore, only
heating realizes SME. Very recently, we have reported unusual
MT in Co2Cr(Ga,Si) Heusler alloys [1]. In Co2Cr(Ga,Si)
alloys, the high-temperature P phase (L21, bcc) transforms
to the M phase (D022, fct) at an intermediate temperature, and
the M phase transforms back to the P phase (L21, bcc) at low
temperatures, showing reentrant martensitic transformation
(RMT) behavior. Moreover, while heating a deformed sample
from the M phase results in conventional SME, cooling the
sample brings out a cooling-induced SME. The occurrence
of these novel phenomena originates from the reversal of
phase stability between P and M phases. However, neither
direct experimental evidence nor thermodynamic derivation
has been obtained. In this study, we systematically investigate
the physical properties and magnetic phase diagrams in the
Co2Cr(Ga,Si) alloy system. Several anomalous properties
were found, which are considered to be closely related to the
novel physical phenomena reported in our previous study [1].

II. EXPERIMENTAL PROCEDURES

CoxCr78−xGa11Si11(Cox, x = 48.7, 49.7, 50.4, 50.8, 51.1,
51.3, 51.6, 51.7, 52.3, 53.1, 53.5, 53.8, 54.2, 54.9) alloys
were prepared by induction melting in an Ar atmosphere.
Solution treatment were conducted at 1373 K for 24 h
followed by water-quenching. Composition analyses were
conducted using an electron probe microanalyzer (EPMA).
Electronic resistivity (ER) measurements were performed
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using the four-probe method, where ac currents in the
temperature range from 2 to 390 K at 2 K/min and dc
currents in the temperature range of 300 to 773 K at 5 K/min
were used. Specific-heat measurements from 1.9 to 200 K
were conducted with the relaxation method using a phys-
ical properties measurement system (PPMS). Specific-heat
measurements from 90 to 670 K were conducted with the
heat-flow method using a differential scanning calorimeter
(DSC) calibrated by a standard sapphire sample according to
DIN 51007 at 10 K/min. Thermoanalysis was carried out using
a DSC at 10 K/min. Thermomagnetization measurements
were conducted using a superconducting quantum interference
device magnetometer of a magnetic property measurement
system (MPMS) and the ac magnetic susceptibility (ACMS)
option of the PPMS at 2 K/min.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Electric transport properties

Figure 1(a) shows the temperature dependence of the ER
for Cox alloys. The measurement sequences are indicated by
the numbered arrows. For Co54.2, only the M phase was
found below RT, where the ER decreases with decreasing
temperature, showing a normal metallic behavior. For Co51.7,
as previously reported [1], the RMT was observed below
room temperature (RT), and when the alloy was heated up to
high temperatures the normal reverse MT was also detected.
However, when the alloy was heated up to high temperatures
with a low heating rate, diffusion due to the atomic ordering
may have occurred, resulting in the stabilization of the P
phase and suppression of the MT. Therefore, only the Curie
temperature of the P phase TC,P was detected during cooling.
For Co49.7, only TC,P was detected. The slight increase in ER
below 50 K may be caused by impurities.

Closer examination reveals several characteristic transport
properties of Co2Cr(Ga,Si) alloys. (1) The ER of the P phase
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FIG. 1. (Color online) (a) Electric resistivity vs temperature for
CoxCr78−xGa11Si11 (Cox) alloys. For Co51.7, normal and reentrant
martensitic transformations (RMT) were observed. TC,P indicates
the Curie temperature of the parent phase. (b) The electronic
resistivities of Co49.7 and Co51.7 compared with those of Ni2MnGa
[2], Ni45Co5Mn36.7In13.3 [3], (Fe0.9V0.1)3Al [4], Co2TiSn [5], and
Co2NbSn [6]. The temperatures for the alloys except for Co2NbSn
are normalized against each alloy’s TC,Ps, while that for Co2NbSn is
normalized against its Curie temperature of martensite phase TC,M.

is greater than that of the M phase, with a large difference.
(2) Although having normal values as a metal, the ER of the
P phase increases with decreasing temperature, showing an
inverse temperature (semiconductor-like) dependence. (3) The
ER of the P phase bends upward below TC,P, showing stronger
inverse temperature dependence.

Item (1) originates from the drastic change of crystal
structure, such as in Fe-Ni alloys [7]. However, Co2Cr(Ga,Si)
alloys behave differently than other ferromagnetic [8] and
metamagnetic [9] shape-memory alloys. For conventional
magnetic shape-memory alloys [8,9], the electronic transport
properties also show abrupt changes during the first-order
martensitic transformation. As a representative of the ferro-
magnetic shape-memory alloys (FMSMA), Ni2MnGa shows a
discontinuous increase in the ER of about 0.5%–9% during
the transformation into martensite phase [2]. The residual
resistivity (RR) is very small, i.e., several tens of μ� cm [2].
On the other hand, for metamagnetic shape-memory alloys
(MMSMA) such as the Ni-(Co)-Mn-In alloy, the ER of the

martensite phase is almost 10 times larger than that of the
parent phase, with RR of more than 200 μ� cm [3,10]. Cox

alloys also show a large difference in ER between P and M
phases; however, the P phase has a larger value of ER, and RR
of the P phase is more than 300 μ� cm. The behavior in item
(2) can be generally found for semiconductors and for metallic
alloys with high ER values at RT [11]. However, for item (3),
although similar behavior has been observed for some alloys
at the Néel temperature which are antiferromagnetic [12], it
is a very unique behavior unknown for other ferromagnetic
Heusler alloys.

Figure 1(b) shows a comparison of the temperature de-
pendence of ER for several ferromagnetic Heusler alloys,
where the temperature of each alloy is normalized against
its own Curie temperatures. For conventional alloys such as
Ni2MnGa [2], a typical temperature dependence of ER is
observed throughout the wide temperature range. The small
downward bending of ER around TC,P is attributed to the

FIG. 2. (Color online) (a) Thermomagnetization measurements
for Co51.1 to Co53.5 alloys under 500 Oe. For RMT, forward transfor-
mation starting (TMs

′) and finishing (TMf
′) temperatures and reverse

transformation starting (TAs
′) and finishing (TAf

′) temperatures are
indicated. (b) Thermoanalysis of Co51.7 at high temperature using
a differential scanning calorimeter. For MT, forward transformation
starting (TMs ) and finishing (TMf ) temperatures and reverse transfor-
mation starting (TAs ) and finishing (TAf ) temperatures are indicated.
Moreover, the transformation entropy change during the martensitic
transformation �S was determined by estimating the hatched area.
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TABLE I. Composition, apparent Debye temperature θD,i , electronic specific-heat coefficient γi , Curie temperature of the parent phase
TC,P, forward martensitic transformation starting (TMs ) and finishing (TMf ) temperatures, and reverse martensitic transformation starting
(TAs ) and finishing (TAf ) temperatures (TAs

′, TAf
′, TMs

′, and TMf
′ for the reentrant transformation) of CoxCr78−xGa11Si11 (Cox) alloys. A

dash (-) means a value does not exist. Unmeasured values are left blank. Note that mol is defined here as Avogadro’s number of a unit
Co0.01xCr(0.78−0.01x)Ga0.11Si0.11. The data of Co51.7 were taken from Ref. [1].

Composition/% Phase at θD,i γi
Transformation temperatures (K)

Alloy Co Cr Ga Si ground state (K) (mJ mol−1 K−2) TAs TAf TMs TMf TAs
′ TAf

′ TMs
′ TMf

′ TC,P

Co48.7 48.7 ± 0.2 30.1 ± 0.2 10.5 ± 0.1 10.7 ± 0.2 P 495 4.17 – – – – – – – – 540
Co49.7 49.7 ± 0.1 28.8 ± 0.2 11.2 ± 0.2 10.3 ± 0.2 P 444 4.45 – – – – – – – – 537
Co50.4 50.4 ± 0.1 28.4 ± 0.2 10.4 ± 0.1 10.8 ± 0.2 P 418 4.65 – – – – – – – –
Co50.8 50.8 ± 0.2 27.9 ± 0.2 10.5 ± 0.1 10.8 ± 0.2 P – 710 513 – – – – – 538
Co51.1 51.1 ± 0.2 27.7 ± 0.2 10.5 ± 0.1 10.7 ± 0.2 P 696 721 555 527 – – 435 – –
Co51.3 51.3 ± 0.2 27.4 ± 0.1 10.6 ± 0.1 10.7 ± 0.1 P 416 5.12 706 719 569 548 –
Co51.6 51.6 ± 0.2 27.2 ± 0.1 10.4 ± 0.1 10.8 ± 0.2 P – 235 355 – –
Co51.7 51.7 ± 0.1 26.8 ± 0.2 10.6 ± 0.1 10.9 ± 0.3 P+M – – 726 743 617 600 226 – – 348 –
Co52.3 52.3 ± 0.2 26.4 ± 0.2 10.5 ± 0.1 10.8 ± 0.1 P+M – – 730 746 628 613 177 – – 306 –
Co53.1 53.1 ± 0.1 25.9 ± 0.1 10.6 ± 0.1 10.4 ± 0.3 P+M – – 740 756 653 636 138 – – 284 –
Co53.5 53.5 ± 0.3 25.1 ± 0.3 10.6 ± 0.1 10.8 ± 0.4 P+M – – 750 767 674 658 – – – – –
Co53.8 53.8 ± 0.3 24.8 ± 0.3 10.6 ± 0.1 10.8 ± 0.4 M 385 15.6 – – – – –
Co54.2 54.2 ± 0.2 24.4 ± 0.1 10.6 ± 0.1 10.8 ± 0.2 M 386 16.3 768 790 702 671 – – – – –
Co54.9 54.9 ± 0.2 23.7 ± 0.2 10.6 ± 0.2 10.8 ± 0.3 M 430 17.2 – – – – –

decrease of the spin-disorder scattering. Kasuya [13] and de
Gennes and Friedel [14] have deduced a formula for spin-
disorder resistivity using the free-electron model. Recently,
some alloys, such as (Fe0.9V0.1)3Al [4] and Co2TiSn [5], have
been reported to show a cusp near the Curie temperature
and an inverse temperature dependence above the Curie
temperature. This phenomenon has been explained by Kataoka
by taking into account the role of spin fluctuation in ER of the
s-d system [15]. Nevertheless, below the Curie temperature,
all these formerly reported Heusler alloys show a normal
temperature dependence of ER. Also, note that Co2NbSn is
another Co-based Heusler alloy showing martensitic trans-
formation, but without reentrant behavior [16]. The ER of
Co2NbSn shows a slight inverse temperature dependence be-
low the martensitic transformation temperature TMs ; however,
the behavior becomes normal below the Curie temperature in-
side the martensite [6]. Anyhow, the behavior of ER below the
Curie temperature of the P phase in CoxCr78−xGa11Si11 (Cox)
cannot be explained by current theoretical understanding
[13–15].

B. Determination of pseudobinary phase diagram

Figure 2(a) shows thermomagnetization curves for Co51.1
to Co53.5 alloys under 500 Oe. The RMT temperatures
decrease with increasing Co content, as indicated by TMs

′, TMf
′,

TAs
′, and TAf

′. TMs
′ and TAf

′ were defined by extrapolation,
while TAs

′ and TMf
′ were defined as the temperatures at

1 emu/g, because of the difficulty of extrapolation in the
presence of partial transformations. Figure 2(b) shows the
results of thermoanalysis by DSC for the Co51.7 alloy.
Transformation temperatures TMs , TMf , TAs , and TAf for normal
MT at high temperature were determined. The entropy change
during martensitic transformation �S, which is defined by

�S = SM − SP, (1)

was also determined for normal MT. Samples with x < 51
do not show martensitic transformation. The transformation
temperatures determined in Fig. 2 are listed in Table I with
their compositions.

The data in Table I are plotted against Co content in Fig. 3,
where T0 = (TMs + TAf )/2 or T0 = (TMs

′ + TAf
′)/2 was used

to estimate the thermodynamic equilibrium temperatures in
Fig. 3(a) and T0

′ = (TAs + TMf )/2 or T0
′ = (TAs

′ + TMf
′)/2

was used in Fig. 3(b). It is clearly seen that the RMT
behavior appears in the concentration range around 51%–53%.
Therefore, a “martensite loop” was observed in this phase
diagram, which is similar to the “γ loop” in the Fe-Cr
and Fe-Al binary phase diagrams. The magnetism of the M
phase with no spontaneous magnetization is assumed to be
paramagnetic by referring to the paramagnetic M phase in
Ni-Mn-Sn ferromagnetic SMA [17].

Most Co-based Heusler alloys are half metals with a
pseudogap at the Fermi level [18]. These alloys are generally
considered to have excellent phase stability and are not
likely to undergo martensitic transformation. Half-metallic
behaviors have been reported for Co2Cr(Ga,Si) alloys by both
calculation [19] and experiment [20]. Therefore, it is of great
interest to understand why Co2Cr(Ga,Si) alloys show MT
and RMT behaviors. We present a qualitative thermodynamic
consideration based on experimental measurements by various
methods in the next section.

C. Entropy and Gibbs energy changes during MT and RMT

Figure 4 shows specific heats of Co51.3 and Co53.8 in the
temperature range of 2 to 200 K. It was found that the specific
heat of Co53.8 in the M phase is larger than that of Co51.3 in
the P phase at common temperatures. The entropy change by
MT can be obtained by substituting

Si = S0,i +
∫ T

0

CP,i

T
dT (2)
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FIG. 3. (Color online) Magnetic phase diagram for Cox alloys.
Refer to Fig. 2 for the definition of transformation temperatures.
(a) T0 = (TMs + TAf )/2 or T0 = (TMs

′ + TAf
′)/2 and (b) T0

′ = (TAs +
TMf )/2 or T0

′ = (TAs
′ + TMf

′)/2 were used to estimate the thermo-
dynamic equilibrium temperatures T0 and T ′

0 . Note that T0 in (a)
has a simpler physical meaning than T0

′ in (b). This is because the
equilibrium state of T0

′ is referenced to the martensite phase, in which
nonchemical elastic energy is included. However, they have a very
similar shape, and there are more data for T0

′ in the reentrant branch.
Dashed and solid lines are visual guides. A clear “martensite loop”
was found.

into Eq. (1). From now on, the subscript i for any physical
quantity is used to represent the M or P phase. In Fig. 5(a),
data in orange show �S estimated using Eqs. (1) and (2),
where the experimental data for Co51.3 and Co53.8 shown
in Fig. 4 were used. �S = 0 at 0 K is assumed according
to the third law of thermodynamics. The large error bars
of the orange line originate from the fact that errors in the
specific heats shown in Fig. 4 are about 2% of their raw data.
Moreover, other experimental values of �S for some alloys of
Cox are also plotted with allowance for small modifications of
x around x = 52.5. Blue squares show �S calculated using the
Clausius-Clapeyron equation [22] with data from compression
tests for Co51.3 [1]. The red circle shows �S obtained from
thermoanalyses using DSC for Co51.7, as shown in Fig. 2(b).
Although the alloy compositions are not the same, it is clear
that �S shows positive values at low temperatures but negative
values at high temperatures. This trend is roughly represented

FIG. 4. (Color online) Experimentally measured specific heat
between 2 and 200 K of Co51.3 and Co53.8 alloys. Solid and dashed
lines show specific heat calculated using the Debye model for the
lattice contribution C lat

V,i and γiT for the electronic contribution Cele
V,i

[21]. A large discrepancy between CP,M and (C lat
V,M + Cele

V,M) was found
for Co53.8 in the martensite phase. Refer to Sec. III D for details.

by �Strend. This is a unique and abnormal behavior because
normal SMAs would not show a sign reversal of �S, as
shown schematically for a nonmagnetic system by �Snonmag

in Fig. 5(a) [23]. The overall anomalous contribution to �S is
schematically shown as �Sanom. As shown in the Appendix,
a roughly estimated value of the magnetic contribution to

FIG. 5. (Color online) (a) Experimental values of the martensitic
transformation entropy change �S. �S from compression tests [1]
and thermoanalysis by DSC [see Fig. 2(b)] and specific heat (SH; see
Fig. 4) are plotted. Large error bars on the orange line are attributed
to the errors of 2% in the specific heats shown in Fig. 4. The black
line shows the trend of experimental data. �Snonmag schematically
shows �S for a conventional shape-memory alloy without a magnetic
contribution [23]. �Sanom indicates the anomalous contribution to
�S. (b) Gibbs energy change �G estimated using the �Strend curve
in (a). Since �G intersects with the temperature axis twice, a reentrant
behavior of martensitic transformation is qualitatively obtained.

104434-4



ANOMALOUS PHYSICAL PROPERTIES OF HEUSLER-TYPE . . . PHYSICAL REVIEW B 91, 104434 (2015)

FIG. 6. (Color online) (a) Specific heat vs temperature in the
temperature range of 1.9–20 K for CoxCr78−xGa11Si11 (Cox) alloys
and the CP/T vs T 2 plot (inset). (b) Apparent Debye temperature θD,i

and electronic specific-heat coefficient γi plotted against Co content.
These values are also listed in Table I.

entropy S
mag
P at TC,P is between 3.3 and 6.6 J mol−1 K−1. Thus,

as a qualitative consideration, �Smag greatly contributes to
�Sanom, which is a key point for the RMT behavior.

The total Gibbs energy change �G = GM − GP was
calculated and is shown in Fig. 5(b) by using

�G = −T

(
�S0 +

∫ T

0

�CP

T
dT

)
+ �H0 +

∫ T

0
�CPdT ,

�CP = T
d�S

dT
, (3)

where �S is assumed to be given by �Strend in Fig. 5(a). �S0

was assumed to be zero, but �H0 was unknown. Therefore,
we used �G = 0 at T0,HT = (TMs + TAf )/2 = 680 K, which
is the case for Co51.7, and �G0 (= �H0) at 0 K was found
to be around 170 J mol−1, as indicated in Fig. 5(b). The RMT
behavior was obtained with the RMT temperature T0,LT being
around 180 K. This value is somewhat reasonable because
T0,LT = (TAf

′ + TMs
′)/2 of Co51.6 is 295 K.

D. Specific-heat measurements at low temperatures

In order to obtain further insights into M and P phases,
systematic specific-heat measurements on alloys in different
phases were performed at low temperatures. The results are
shown in Fig. 6(a), where Co48.7, Co49.7, Co50.4, and Co51.3

TABLE II. Debye temperatures of pure metals and extrapolated
Co52.5Cr25.5Ga11Si11 (Co52.5). It can be seen that only Fe and Co52.5
show abnormal behavior, in which the open-structure (bcc) phases
have higher Debye temperatures.

Solid Debye temperature (K) Reference

Be (bcc) 962–1217 (Calc) [27]
Be (hcp) 1485 [28]
Cd (bcc) 170 [21]
Cd (hcp) 280 [21]
Ti (bcc) 300 [29]
Ti (hcp) 365 [29]
Sn (bct) 140 [21]
Sn (fcc) 240 [21]
Zr (bcc) 212 [29]
Zr (hcp) 260 [29]

Fe (bcc) 420 [26]
Fe (fcc) 335 [26]
Co52.5 (P, bcc) 414 this work
Co52.5 (M, fct) 381 this work

are in the P phase, while Co53.8, Co54.2, and Co54.9 are
in the M phase. The specific heats were found to strongly
depend on their phases, rather than their modifications of Co
concentration. As shown in the inset of Fig. 6(a), a linear
relationship between CP/T and T 2 holds well. This gives

CP,i ≈ CV,i = γiT + βiT
3, (4)

where CV,i is the specific heat at constant volume. Conven-
tionally, the first and second terms on the right-hand side of
Eq. (4) are considered to be the “electronic” and “lattice”
contributions, respectively, in which γi is the electronic
coefficient and βi is the lattice coefficient [21]. The apparent
Debye temperature is estimated by using

θD,i = 3
√

12π4R/5βi, (5)

where R is the gas constant [21]. θD,i and γi are summarized
in Table I and plotted in Fig. 6(b). This figure also contains the
values of θD,i and γi of Co52.5 with RMT behavior, which were
estimated by extrapolating their x dependences to x = 52.5.

The obtained values of θD,i were found to be large compared
with those of NiMn-based Heusler alloys [24]. In addition,
θD,P generally shows larger values than θD,M. This behavior is
found to be anomalous when their crystal structures are taken
into consideration. See Table II for a comparison of θD of
metals with allotropic transformations. Normally, among the
same metals with different structures, the compact phase has
a higher θD. This originates from the stronger bonding in the
compact phases [25]. It can be seen that except for Fe [26], all
the elements obey this tendency, and θD of the compact phases
are higher by 50 to 250 K than those of open phases [21,27–29].
For Fe (bcc), it is believed that because of ferromagnetism, an
abnormally greater Debye temperature appears for the bcc
phase [25]. As shown in Fig. 6(b), the extrapolation to Co52.5
shows that the θD,P (bcc) is higher than θD,M (fct) by more than
30 K. Since ferromagnetism also exists in the P phase in Cox

alloys, the same reason as that for pure Fe is considered to
explain this anomaly. Actually, θD,P would be much smaller if
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the P phase were nonmagnetic, which has also been predicted
theoretically for ferromagnetic SMAs [30,31].

Moreover, γi shows a huge difference between the two
phases. The extrapolation to Co52.5 shows that γM is about 3
times γP, as shown in Fig. 6(b). Specifically, while γM has a
typical value for transition metallic alloys such as Cu-Mn-Sb
[32] and Ni-Fe-Ga [33], γP has a typical value for half-metallic
alloys [34,35] or strongly spin-polarized alloys [36]. Thus, a
drastic change in the electronic state during the RMT is clear.

Finally, we briefly touch upon the entropy derived using
Eq. (4). When CP,i given by Eq. (4) with the obtained γi and
θD,i is substituted into Eq. (2), �S given by Eq. (1) is shown to
be given by the sum of the electronic contribution �Sele =
Sele

M − Sele
P and the lattice contribution �S lat = S lat

M − S lat
P .

γM > γP and θD,M < θD,P observed in Fig. 6(b) give both
�Sele > 0 and �S lat > 0. In this procedure, however, the
magnetic contribution to �S, �Smag, may be overlooked. As
was previously discussed, the magnetic system affects the lat-
tice system and considerably changes the Debye temperature.
Furthermore, as shown in Fig. 4, the experimental specific
heats deviate from those estimated using the Debye model
with the experimental values of θD,i , especially in the case of
the paramagnetic M phase. These facts mean that magnetic and
lattice freedoms fluctuate thermally and affect each other, and
therefore, �S lat

i coming from the second term in Eq. (4) should
be considered to partly include the magnetic contribution.
This also suggests that different sources of entropy can hardly
be separated by means of specific-heat measurement when
different kinds of phase transition coexist.

IV. CONCLUSIONS

In conclusion, we experimentally investigated the phys-
ical properties of Co2Cr(Ga,Si) shape-memory alloys with
ferromagnetic and martensitic transformations. It was found
that the electrical resistivity in the parent phase shows an
inverse temperature T dependence in contrast to its usual
metallic behavior in the martensite phase. We determined
the pseudobinary magnetostructural phase diagram, in which
a martensite loop region was found, clearly showing the
reentrant martensitic transformation behavior. The specific
heats and the differential scanning calorimetry were analyzed
to obtain the entropy change �S between M and P phases,
which was confirmed to be consistent with the appearances of
both MT and RMT.
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APPENDIX: ROUGH ESTIMATION OF MAGNETIC
ENTROPY OF THE CO49.7 ALLOY

We show a rough estimation of the magnetic entropy of the
Co49.7 alloy, which is always in the parent phase, by using
experimental specific-heat measurements. Several simple as-
sumptions will be made due to insufficient experimental data.

FIG. 7. (Color online) Specific heat under constant pressure
(CP,P; total specific heat) determined experimentally for the Co49.7
alloy. Specific heats under constant volume (CV,P; total specific heat)
and of the sum of the magnetic and lattice contributions (Cmag+lat

V,P ),
magnetic contribution (Cmag

V,P ), electronic contribution (Cele
V,P), and

lattice contribution (C lat
V,P) with a Debye temperature of θD = 444 K

were also estimated and are shown. Refer to the text for details.

The total specific heat at constant pressure CP,P is shown in
Fig. 7, where the data below 137 K were measured using the
relaxation method, while those above 137 K were measured
using the heat flow method. For the alloy with no MT, the
heat capacity under constant volume CV,i is assumed to be
presented as

CV,i = C lat
V,i + Cele

V,i + C
mag
V,i , (A1)

where C lat
V,i , Cele

V,i , and C
mag
V,i are the contributions by the

lattice, electron (nonmagnetic), and magnetism, respectively.
However, before we proceed to separate the components of the
specific heat, it is necessary to convert CP,i to CV,i . We use the
relationship of

CP,i − CV,i = ViT α2
i Bi, (A2)

where Vi is the molar volume, αi is the coefficient of
volumetric thermal expansion, and Bi is the bulk modulus.
For experimental determination of CV,i , one has to obtain the
temperature dependences of Vi , αi , and Bi , which are difficult,
especially in the case of Bi . Note that these quantities satisfy
the empirical relationship

CP,i − CV,i = Vi

α2
i Bi

C2
P,i

C2
P,iT = AiC

2
P,iT , (A3)

where Ai shows little temperature dependence [21]. Therefore,
CP,i − CV,i can be obtained only with the knowledge of
these quantities at room temperature and the temperature
dependence of CP,i . Also note that Bi and αi do not show
a large difference as long as the systems are of similar
compositions. Hence, for the case of the parent phase, it
is possible to calculate AP by taking the values of BP =
190 GPa and αP = 3.75 × 10−5m−3 for pure Co [37] and
using VP = 1.398 × 10−5m3/mol [1] for the P phase of
Co51.5Cr26.5Ga11Si11 as a rough estimation. The obtained CV,P

is plotted against temperature in Fig. 7. Using this curve,
the contribution of the electrons to the specific heat Cele

V,P is

104434-6



ANOMALOUS PHYSICAL PROPERTIES OF HEUSLER-TYPE . . . PHYSICAL REVIEW B 91, 104434 (2015)

subtracted, where

Cele
V,P = γPT (A4)

is assumed. The subtracted curve is shown as C
mag+lat
V,P in Fig. 7.

In the first model (model a), the lattice contribution to the
specific heat is estimated by assuming the Debye function

C lat
V,P = 9R

(
T

θD,P

)3 ∫ θD,P/T

0

x4ex

(ex − 1)2 dx. (A5)

Equations (A1) and (A3)–(A5) give C
mag
V,P , which is shown by

the yellow curve (model a) in Fig. 7. C
mag
V,P may be overes-

timated since C lat
V,P given by Eq. (A5) is underestimated. As

a result, C
mag
V,P remains large at high temperatures, as seen

in Fig. 7. In the second model (model b), therefore, C
mag
V,P

was adjusted so that it was zero at 650 K by subtracting
C

mag
V,P = 5.77 × 10−3T J mol−1 K−1 from C

mag
V,P in model a.

The resultant C
mag
V,P is shown by the dark blue line (model b) in

Fig. 7. Obviously, due to short-range interaction of the spins in
the paramagnetic temperature range, Cmag

V,P at 650 K should not
be zero, similar to the case of C

mag
V analyzed for pure Fe [38].

Thus, the actual C
mag
V,P might lie between these two limitation

models.
In order to obtain the magnetic entropy, C

mag
V,P should be

converted back to C
mag
P,P before integration. Putting C

mag
V,P as

CV,P into Eq. (A3) gives

C
mag
P,P =

1 −
√

1 − 4APT C
mag
V,P

2APT
, (A6)

FIG. 8. (Color online) Total entropy and magnetic entropy are
plotted for the Co49.7 alloy. Actual values of magnetic entropy are
expected to lie between the lines of models a and b.

although the difference between C
mag
V,P and C

mag
P,P is actually

very small. Thus, SP and S
mag
P can be obtained using Eq. (2), in

which S0,i = 0 was assumed. The results are shown in Fig. 8.
The actual values of magnetic entropy are expected to lie
between the two lines given by models a and b. It can be seen
that the magnetic entropy contributes about 6%–13% of the
total entropy. Thus, S

mag
P at TC,P should have a value between

3.3 and 6.6 J mol−1 K−1. However, since the phonon softening
effect, which is commonly seen in other ferromagnetic shape-
memory alloys [39,40], is considered in neither model a nor
model b, a noticeable error is expected, and further detailed
investigations, such as the temperature dependence of elastic
constants, are required.
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