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Autoresonant switching of the magnetization in single-domain nanoparticles: Two-level theory
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Boı̂te Postale 43, F-67034 Strasbourg, France

(Received 20 October 2014; revised manuscript received 16 March 2015; published 30 March 2015)

The magnetic moment of a single-domain nanoparticle can be effectively switched on an ultrashort time
scale by means of oscillating (microwave) magnetic fields. This switching technique can be further improved by
using fields with time-dependent frequency (autoresonance). Here, we provide a full theoretical framework for
the autoresonant switching technique, by exploiting the analogy between the magnetization state of an isolated
nanoparticle and a two-level quantum system, whereby the switching process can be interpreted as a population
transfer. We derive analytical expressions for the threshold amplitude of the microwave field, with and without
damping, and consider the effect of thermal fluctuations. Comparisons with numerical simulations show excellent
agreement.
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I. INTRODUCTION

Since the pioneering work of Frenkel and Dorfman [1], the
unusual properties of single-domain magnetic nanoparticles
have stimulated a great many theoretical and experimental
investigations. The theoretical understanding of their behavior
is of paramount importance for future applications in a
wide variety of areas, ranging from magnetic data storing to
waste water decontamination [2] and medical diagnostics and
treatments [3–5]. In particular, the ability to precisely control
the magnetization dynamics constitutes a major advantage, or
even, in some cases, an essential requirement [6–10].

In the absence of any external perturbations (magnetic field,
temperature), the macrospin of a monodomain nanoparticle
with uniaxial anisotropy can only point along two antiparallel
orientations along the easy axis of magnetization. The energy
barrier separating these two orientations being proportional to
the volume of the nanoparticle, it can easily be overcome either
by applying an external magnetic field or because of thermal
fluctuations. When the macrospin switches spontaneously and
repeatedly between the two orientations under the action of
the temperature, the magnetic moment is said to be in the
superparamagnetic regime. This random behavior is obviously
undesirable for a reliable control of the magnetization dynam-
ics. Increasing the magnetic anisotropy of the nanoparticle
solves this issue [11] (because it raises the energy barrier), but
in turn also increases the switching field required to reverse
the magnetization to values that are barely workable in exper-
imental setups. An astute workaround [12,13], relying on the
combined effect of a static and an oscillating magnetic field (in
the microwave domain), can significantly reduce the amplitude
of the switching field [14]. This technique is more efficient
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when the microwave field frequency is time dependent and
synchronized with the precession frequency of the magnetic
moment. Such synchronization requires a fine-tuned feedback
mechanism in order to stay in resonance with the magnetic
moment [15]. However, the use of such a feedback mechanism
can be costly and cumbersome in practical situations. Our
recent work showed that this limitation can be overcome using
the concept of autoresonance [16].

The autoresonance mechanism [17] consists in driving to
high amplitudes a nonlinear oscillator (in the present case,
the magnetic moment) using an external excitation with
time-dependent frequency (here, a rotating magnetic field).
When the driving amplitude is above a certain threshold and
its frequency passes through the linear resonant frequency
of the system, the oscillator will be unswervingly phase-
locked to the excitation and will therefore be driven to very
high amplitudes. This phenomenon has been observed in
atomic systems [18,19], plasmas [20,21], fluids [22], and
semiconductor quantum wells [23]. Some earlier numerical
and analytical studies [24–26] pointed out the efficiency of a
chirped microwave field to induce the reversal of the magnetic
moment in a nanoparticle, but did not exploit the analytical
tools provided by the autoresonance theory.

In a recent work [16], we showed that autoresonance
works very efficiently for the control of the magnetization
reversal in magnetic nanoparticles. With this technique, it
was possible to reduce by around 30% the strength of the
applied static field compared to other switching methods. In
addition, the autoresonant excitation does not require any
fine-tuned feedback mechanism. Our previous results [16]
were supported essentially by numerical simulations of the
Landau-Lifschitz-Gilbert (LLG) equation. Here, we provide
a sound theoretical framework for these results, using a
mathematical analogy between the LLG equation and a
two-level system first developed by Feynman [27]. We will
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first examine the simpler case of an undamped system
(precessing magnetic moment), before analyzing the effect
of damping and thermal fluctuations. The theoretical results
will be compared to numerical simulations of the full LLG
equation.

II. MODEL

The physical system we consider is a single-domain
magnetic nanoparticle, with uniaxial anisotropy directed along
êz. We assume that such a particle is well described, in
the macrospin approximation, by a magnetic moment M,
with |M| = μs . In this case, the magnetization dynamics is
governed by the LLG equation

dM
dt

= −γ M × B − λγ

μs

M × (M × B), (1)

where the effective magnetic field B consists of an anisotropy
field, an external static field Bdc = −B0êz, and a circularly
polarized (driving) component of amplitude b rotating in the
(x,y) plane [16]:

B =
(

2KV

μ2
s

Mz − B0

)
êz + b(cos ϕd êx + sin ϕd êy). (2)

Here, ϕd = 2π (fr t − αt2/2), so that the driving frequency
ωd = 2π (fr − αt) is chirped linearly in time. The geometry
of this configuration is shown in Fig. 1.

Typical parameters [28] for 3-nm-diameter cobalt nanopar-
ticles are a gyromagnetic ratio γ = 1.76 × 1011(Ts)−1, an
anisotropy constant K = 2.2 × 105 J/m3, a volume V =
14.1 × 10−27m3, and a magnetization at saturation μs =
2.36 × 10−20 J/T.

It is convenient to use dimensionless variables and param-
eters, defined as

M̃ = M
μs

, B̃ = γ B
(2πα)1/2

, τ = (2πα)1/2t. (3)

Equation (1) can thus be rewritten as

dM̃
dτ

= B̃ × M̃ − λ(B̃ × M̃) × M̃, (4)

FIG. 1. (Color online) Geometric configuration of the nanopar-
ticle with its magnetic moment M, the static field Bdc, and the
time-dependent ac field Bac(t).

where

B̃ = (a1M̃z − a2)̂ez + ε(cos ϕd êx + sin ϕd êy), (5)

a1 = 2γKV

μs(2πα)1/2
, a2 = γB0

(2πα)1/2
, ε = γ b

(2πα)1/2
, (6)

and ϕd = ω0τ − τ 2/2, with ω0 = 2πfr (2πα)−1/2. Initially,
the magnetic moment is oriented along the z direction, i.e.,
M̃(0) = êz.

We showed recently [16] that, using the chirped excitation
defined in Eq. (2), one can very efficiently and rapidly reverse
the magnetization. In the next sections, we will provide a
theoretical explanation for those numerical results.

III. ANALOGY WITH A TWO-LEVEL SYSTEM

We first consider the dissipationless problem (λ = 0):

dM̃
dτ

= B̃ × M̃. (7)

We adopt Feynman’s equivalence [27] between Eq. (7) and
the following “quantum” two-level system for the complex
quantities A1 and A2:

i
dA1

dτ
= κ0

2
A1 + κA2, (8)

i
dA2

dτ
= −κ0

2
A2 + κ∗A1, (9)

where M̃ is related to A1,2 as follows:

M̃x = A1A
∗
2 + A∗

1A2,

M̃y = i(A1A
∗
2 − A∗

1A2), (10)

M̃z = |A1|2 − |A2|2,
and

B̃x = κ + κ∗,

B̃y = i(κ − κ∗), (11)

B̃z = κ0.

Note that Eq. (8) conserves the total “population” of the two
levels (normalized to unity), i.e., |A1|2 + |A2|2 = 1. By defi-
nition, κ = 1

2 (B̃x − iB̃y) = ε
2 exp(−iϕd ) and κ0 = a1(|A1|2 −

|A2|2) − a2 = a1 − a2 − 2a1|A2|2, so that Eqs. (8) and (9)
become

i
dA1

dτ
= 1

2
(ω0 − 2a1|A2|2)A1 + ε

2
e−iϕd A2, (12)

i
dA2

dτ
= −1

2
(ω0 − 2a1|A2|2)A2 + ε

2
e+iϕd A1, (13)

where ω0 = a1 − a2 is the linear frequency in the problem and
we solve Eqs. (12) and (13) subject to the initial conditions
A1(0) = 1 and A2(0) = 0.

Autoresonance in this system of coupled nonlinear
Schrödinger (NLS) equations was first studied for mode
conversion problems in plasmas [29] and later for a nonlinear
optics application [30]. Thus, many characteristic features
of the autoresonant evolution of magnetization can now be

104433-2



AUTORESONANT SWITCHING OF THE MAGNETIZATION . . . PHYSICAL REVIEW B 91, 104433 (2015)

studied using the results of these earlier works. Here, we focus
on the autoresonance threshold phenomenon in the process of
capture into resonance in the small-nonlinearity limit of the
driven, chirped frequency problem. To this end, we define new
complex amplitudes,

A1 = A1 exp

(
i

2

∫
κ0(τ )dτ

)
,

A2 = A2 exp

[
−i

(
ϕd − 1

2

∫
κ0(τ )dτ

)]
,

for which Eqs. (12) and (13) become

i
dA1

dτ
= ε

2
A2, (14)

i
dA2

dτ
+ (τ − 2a1|A2|2)A2 = ε

2
A1. (15)

We also assume that the passage through the linear resonance
occurs at τ = 0, i.e., ωd = ω0 − τ . In the weakly nonlinear
excitation regime, for sufficiently small ε and A2, the conser-
vation equation yields A1 ≈ 1 and Eq. (14) guarantees that A1

remains initially constant. Then, Eq. (15) can be written as

i
dψ

dτ
+ (τ − |ψ |2)ψ = μ, (16)

where ψ = (2a1)1/2A2 and μ = ε(a1/2)1/2. This is the usual
NLS-type equation describing the autoresonance threshold
phenomenon [17]. For the initial condition ψ = 0 (at t =
−∞), this equation predicts bifurcation from a bounded
solution at t = +∞ to the autoresonantly ever-increasing
solution |ψ | ∼ τ 1/2 as the driving parameter μ exceeds a
certain threshold μth. In undamped systems, earlier numerical
calculations [31,32] yielded the value μth = 0.41, so that

bth = 0.41(2πα)3/4

γ 3/2(KV/μs)1/2
. (17)

Using our physical parameters we get bth = 6.08 × 10−17α3/4.
Numerical simulations of Eq. (7) (see Fig. 2) show that bth is
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FIG. 2. (Color online) Threshold amplitude as a function of the
chirp rate α3/4. The red dots are numerical results obtained by solving
the full LLG equation. The straight line is the theoretical result from
Eq. (17).

indeed proportional to α3/4, with the correct proportionality
constant as given by the theoretical expression (17).

Note that if one uses a linearly polarized driving magnetic
field, the same analysis predicts twice as large a threshold bth,
in accordance with earlier numerical results [16].

IV. TRANSITION FROM AUTORESONANCE TO LINEAR
LANDAU-ZENER PROBLEM

The following analysis is somewhat similar to that devel-
oped for the quantum versus classical phase-locking transition
in a frequency-chirped nonlinear oscillator [33]. We observe
that Eqs. (14) and (15) possess two dimensionless parameters:
the nonlinearity parameter a1 and the driving parameter ε,
which can be given another physical interpretation. Indeed,
there exist three characteristic time scales in our original
magnetization problem, i.e., the characteristic driving fre-
quency sweep time TS = 1/

√
2πα, the nonlinearity time scale

TNL = 2γKV/μs , and the characteristic time associated with
the driving amplitude (inverse Rabi frequency in the two-level
system) TR = (γ b)−1. The ratios of these three characteristic
times yield the two dimensionless parameters in our nonlinear
two-level problem:

a1 = TS/TNL and ε = TS/TR. (18)

Here, we shall discuss the question of efficient transfer
of population between the two levels (corresponding to
efficient magnetization switching) as the result of passage
through the linear resonance in our two-parameter space
(ε,a1). Because of the extended parameter space, one can
expect that this problem will differ from that of the single-
parameter approximation of Eq. (16). Figure 3 shows val-
ues of |A2|2 at large positive τ , obtained from numerical
solutions of Eqs. (14) and (15) with the initial condition
A2 = 0 at large negative τ . In the figure, we use the axis
1/

√
a1 and ε, since, as shown above, the autoresonance

threshold scales as εAR
th = 0.59/

√
a1. This linear dependence

a1
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FIG. 3. (Color online) Amplitude of the |A2|2 level in the two-
parameter space (ε,a−0.5

1 ), obtained from numerical solutions of
Eqs. (14) and (15). Regions where |A2|2 is larger are those of efficient
population transfer (i.e., efficient magnetization switching).
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on 1/
√

a1 of the sharp transition to autoresonance can be
clearly seen for sufficiently large values of a1, say a−0.5

1 < 0.4
(bottom left part of the figure). For a weaker nonlinearity
(smaller values of a1, on the right in the figure), the process
gradually becomes that of the linear Landau-Zener (LZ)
transition [34]. The latter is characterized by the following
dependence on the driving parameter: |A2|2 = exp(−πε2/2).

This transition has a characteristic width 
ε = 1/
√

π ≈
0.56. The value of ε for which |A2|2 = 0.5 can be used as the
threshold for efficient excitation (magnetization switching) in
this LZ limit, i.e., εLZ

th ≈ 0.64. All these predictions are in full
agreement with the results of the simulations shown in Fig. 3.

V. EFFECT OF DAMPING AND
THERMAL FLUCTUATIONS

We now include the dissipative λ term in Eq. (4). We write
this equation as

dM̃
dτ

= B̃′ × M̃, (19)

where B̃′ = B̃ − λB̃ × M̃. Next, we again apply Feynman’s
formalism, i.e., we associate this problem to a two-level
system, Eqs. (8) and (9), where now, after some algebra (see
Appendix A) one obtains the analog of Eq. (16) with the
damping term

i
dψ

dτ
+ (τ − |ψ |2 + iν/2)ψ = μ, (20)

where ν = 2λω0. This two-parameter equation is characteris-
tic of other autoresonant problems in the presence of damping
(see the theory [35] and related experiments [31]). It was shown
earlier [31] that the threshold for transition to autoresonance
is modified by the damping and becomes

μth = 0.41(1 + 1.06ν + 0.67ν2) + O(ν3). (21)

Numerical simulations (Fig. 4) show an excellent agreement
with the above theoretical result.

We also note that, since ν goes as α−1/2, the scaling of the
threshold for the driving field in the presence of dissipation
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FIG. 4. (Color online) Rescaled threshold amplitude μth as a
function of the damping ν. Simulation data are represented by red
dots; the solid lines correspond to the theoretical result to first (blue)
and second (black) order in ν, from Eq. (21).

deviates from the law bth ∼ α3/4, which is typical of the
dissipationless regime (Fig. 2).

So far, we have only considered the zero-temperature
(deterministic) case. We now study the influence of thermal
effects on the magnetization reversal. According to the Néel-
Brown theory [36,37], thermal effects can be taken into
account by adding a fluctuating magnetic field δB, with zero
mean and autocorrelation function given by

〈δBi(t)δBj (t ′)〉 = ηδij δ(t − t ′), (22)

where η = 2kBT λ
γμs

. Thus, the LLG equation (19) can be
rewritten as

dM̃
dt

= γ B′ × M̃, (23)

where B′ = B − λB × M̃ + δB, with B = B ′
0êz and B ′

0 =
2KV/μs − B0.

At finite temperature, the thermal fluctuations drive the
magnetic moment away from the z axis and bring it to a
randomly distributed orientation before the autoresonant field
is activated [38]. After the thermal equilibrium is established,
the chirped drive is switched on. During the autoresonant
excitation the thermal effects are present, but their effect is
negligible compared to the driving field. Therefore, one can
assume [39] that the thermal noise enters the problem only
through the initial condition on the amplitude A ≡ |ψ | and
the phase of ψ in Eq. (20). This randomness in the initial
distribution creates a finite width in the transition to the
autoresonant regime, so that the threshold is no longer sharp
as in the zero-temperature case [16]. The thermal width of the
threshold for the driving parameter μ can be written in the
form [39]


μ =
√

2πκσ, (24)

where κ = 0.245 and σ is the thermal width of the distribution
P (A0) = (A0/σ

2) exp(−A2
0/2σ 2) of the initial values A0 =

A(0).
In order to compute σ , we again transform to the quantum

two-level problem (see Appendix B) and find

σ 2 = kBT a1

2μsB
′
0

. (25)

The substitution of this result into Eq. (24) gives the desired
width for the autoresonant threshold parameter:


μ = κ

√
πkBT a1

μsB
′
0

, (26)

or, expressed as the amplitude of the driving magnetic field,


bth = 2κπ

γ

√
kBT α

μsB
′
0

. (27)

This analytical expression was checked against numerical
results obtained by solving the full LLG equation. Following
the procedure described in our earlier work [16], the transition
width can be quantified by the capture probability P (bac),
defined as the probability for a magnetic moment to switch
under the action of an autoresonant field of amplitude bac. The
transition width is mathematically defined as the inverse slope
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FIG. 5. (Color online) Width of the threshold for the driving field
in the presence of thermal noise, as a function of the square root of the
temperature. The red dots are numerical results obtained by solving
the full LLG equation. The straight line is the theoretical result of
Eq. (27).

of P (bac) computed at the inflexion point of the curve. Figure 5
shows the comparison between the numerically computed
width and the theoretical expression, Eq. (27). The agreement
is very good.

Note also that the phenomenological damping parameter
λ does not enter this formula. Furthermore, the width 
bth

decreases for increasing B ′
0 ≡ 2KV/μs − B0. Thus, it appears

that removing the static magnetic field B0 can even be
beneficial for the transition to the autoresonant regime by
reducing the transition width.

VI. CONCLUSIONS

In this paper, we developed a full theory of the autoresonant
switching of the magnetization in single-domain nanoparticles,
a technique that we had proposed in an earlier work [16]. The
theory—which is based on the Feynman equivalence between
the magnetization dynamics and a two-level quantumlike
system—allowed us to predict quantitatively the autoresonant
threshold, as well as the effect of damping and thermal noise
on the efficiency of the switching. The theoretical estimates
were in excellent agreement with the numerical simulations
of the full LLG equation. This study corroborates our earlier
finding that the magnetization of a nanoparticle can be reversed
efficiently using a chirped microwave magnetic field—and this
without any feedback control or other fine-tuning of the driving
parameters.

The present work focused on the dynamics of isolated
magnetic nanoparticles. For an assembly of densely packed
nanoparticles—a common situation in experiments—dipolar
interactions may play a significant role [16,40]. Depending
on the spatial arrangement of the nanoparticles and the
orientations of their anisotropy axes, the interactions may
even favor the coherent switching of all the particles, as we
showed recently using a mean field approach [16]. The present
two-level model may shed more light on this type of coherent
effect, which has many potential practical applications.
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APPENDIX A: DAMPING

As the addition of damping modifies the form of the
effective field, we must recalculate κ:

κ = 1

2
(B̃ ′

x − iB̃ ′
y)

= ε

2
e−iϕd − i

λ

2
[εM̃ze

−iϕd − 2(a1M̃z − a2)A1A
∗
2]

or, approximately,

κ = ε

2
e−i� + iλ(a1M̃z − a2)A1A

∗
2, (A1)

where � = ϕd + λM̃z. Similarly, one finds

κ0 = B̃ ′
z = a1M̃z − a2 + λε(A1A

∗
2e

−iϕd − cc) ≈ a1M̃z − a2,

and cc stands for complex conjugate. Then the system in
Eqs. (8) and(9) becomes

i
dA1

dτ
= κ0

2
A1 + ε

2
A2e

−i� + iλ(a1M̃z − a2)A1|A2|2, (A2)

i
dA2

dτ
= −κ0

2
A2 + ε

2
A1e

i� − iλ(a1M̃z − a2)|A1|2A2. (A3)

We now proceed to the threshold calculation and use the
weakly nonlinear limit (|A2|2 � 1,|A1|2 = 1 − |A2|2 ≈ 1) of
Eqs. (A2) and (A3) to obtain

i
dA1

dτ
= κ0

2
A1, (A4)

i
dA2

dτ
= −κ0

2
A2 + ε

2
ei�A1 − iλω0A2, (A5)

where, as before, ω0 = a1 − a2 denotes the linear resonance
frequency in the dissipationless problem. The first equation in
this system yields A1 = exp(−iκ0τ/2), so the second equation
can be written as

i
dA2

dτ
= −κ0

2
A2 + ε

2
ei(�−κ0τ/2) − iλω0A2. (A6)

Here, we introduce a new amplitude, A2 = A2 exp[−i(� −
κ0τ/2)], to get

i
dA2

dτ
+ (ω0 − ωd − 2a1|A2|2 + iλω0)A2 = ε

2
, (A7)

where the small term λdM̃z/dτ on the left-hand side was
neglected. Equation (A7) differs from Eq. (15) by an additional
term, iλω0A2, only. Then, as before, by defining ψ =
(2a1)1/2A2 and μ = ε(a1/2)1/2, the last equation becomes

i
dψ

dτ
+ (τ − |ψ |2 + iν/2)ψ = μ, (A8)

where ν = 2λω0.
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APPENDIX B: THRESHOLD WIDTH

We rewrite Eq. (23) as a two-level system:

i
dA1

dt
= �0

2
A1 + �A2, (B1)

i
dA2

dt
= −�0

2
A2 + �∗A1, (B2)

where

�0 = γ (B ′
0 + δBz), (B3)

� = γ

2
(δBx − iδBy) + iλ�0A1A

∗
2. (B4)

We solve Eqs. (B1) and (B2) subject to the initial condi-
tions A1(0) = 1 and A2(0) = 0. Then, for small excitations
(|A2| << 1), one can approximate Eq. (B1) by

i
dA1

dt
≈ �0

2
A1, �0 ≈ γB ′

0, (B5)

yielding the solution A1 = exp(−i�0t/2). This result, after
substitution into Eq. (B2), yields

i
dA2

dt
≈ −

(
�0

2
+ iλ�0

)
A2 + γ

2
(δBx + iδBy)e−i�0t/2

or, by introducing ψ = (2a1)1/2A2 exp(−i�0t/2):

dψ

dt
≈ −λ�0ψ − γ (2a1)1/2

2
(iδBx − δBy)e−i�0t . (B6)

Finally, we separate the real and imaginary parts (ψ = a + ib)
in the last equation to get

da

dt
= −λ�0a + δf a(t), (B7)

db

dt
= −λ�0b + δf b(t), (B8)

where

δf a(t) = γ (2a1)1/2

2
[δBy cos(�0t) − δBx sin(�0t)],

δf b(t) = −γ (2a1)1/2

2
[δBx cos(�0t) + δBy sin(�0t)],

and

〈δf a,b(t)δf a,b(t ′)〉 = γ 2ηa1

2
δ(t − t ′). (B9)

The solution of the Langevin equations (B7) and (B8), together
with ensemble averaging, yields

〈a2〉 = 〈b2〉 = γ 2ηa1

4λ�0
(B10)

and, thus, using the definitions η = 2kBT λ
γμs

and �0 = γB ′
0, we

find

2σ 2 = 〈|ψ |2〉 = 〈a2〉 + 〈b2〉 = kBT a1

μsB
′
0

. (B11)
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