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Electronic and structural ground state of heavy alkali metals at high pressure
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Alkali metals display unexpected properties at high pressure, including emergence of low-symmetry crystal
structures, which appear to occur due to enhanced electronic correlations among the otherwise nearly free
conduction electrons. We investigate the high-pressure electronic and structural ground state of K, Rb, and Cs
using x-ray absorption spectroscopy and x-ray diffraction measurements together with ab initio theoretical
calculations. The sequence of phase transitions under pressure observed at low temperature is similar in all three
heavy alkalis except for the absence of the 0C84 phase in Cs. Both the experimental and theoretical results point
to pressure-enhanced localization of the valence electrons characterized by pseudogap formation near the Fermi
level and strong spd hybridization. Although the crystal structures predicted to host magnetic order in K are not
observed, the localization process appears to drive these alkalis closer to a strongly correlated electron state.
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I. INTRODUCTION

The alkali metals were studied in the early days of
quantum mechanics as the realization of a nearly free electron
system [1,2]. The weak interaction between its single s valence
electron and the heavily shielded atomic core leads to a very
delocalized conduction band at ambient pressure, making these
metals excellent electrical conductors, and favoring the high-
symmetry bcc crystal structure [3,4]. Compression drastically
changes this scenario, leading to highly unusual behavior such
as metal-semiconductor-metal and metal-insulator transitions
in Li and Na, respectively [5-9], enhanced resistivity in Rb
and Cs [10-14], as well as superconductivity at relatively
high temperatures in Li [15-17]. Additionally, pressure is
believed to strongly enhance the d character of the heavy
alkalis’ (hereby defined as K, Rb, and Cs) conduction band,
enabling chemical reactions with transition metals [18].
Finally, all alkalis display a bcc — fcc transition under
pressure that is followed by remarkably low-symmetry crystal
structures [4]. K and Rb assume an incommensurate host/guest
(HG) structure at 19 and 16.6 GPa, respectively [19,20], while
Rb and Cs order in an orthorhombic phase with 52 and 84
atoms in the unit cell at 15 and 4.2 GPa, respectively [21,22].
The high-pressure properties of alkali metals challenge the
nearly free electron concept, exhibiting in manifold ways novel
physics and chemistry.

The emergence of such low-symmetry structures out of
simple metals is a matter of great interest [19-37], as
it indicates that electronic interactions are relevant to the
structural ground state. In a metal the electronic energy can
be reduced by the introduction of a structural distortion that
splits degenerate states at the Fermi level, lowering the overall
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energy [38,39]. The driving mechanism for such distortions
in alkalis is under debate [29,35,36,40-43]. Compression
is argued to bring the impenetrable ionic cores together,
localizing the valence electrons in the interstitial sites, hence
reducing the bandwidth [40—42]. Such reduced bandwidth
favors a Peierls-like distortion, lowering the symmetry and
electronic energy [44]. This argument has been used to
explain the low-symmetry phases observed in some actinide
metals [44] whose structural behavior closely resembles the
alkali series [37,45-48]. In fact, deviations from the nearly
free electron behavior were observed in Na, K, and Rb [49].
Furthermore, Fermi surface nesting is argued to be connected
to a phonon mode softening that induces the bcc — fcc
transition in alkalis [50-52], and may signal the instability
of the fcc phase at higher pressures [43,50]. Alternatively,
these low-symmetry structures have been suggested to follow
the Hume-Rothery rules [29,35,53-55]. In this scenario the
energy of the system is minimized by adopting a low-symmetry
phase in which the Brillouin zone (BZ) efficiently covers the
nearly spherical Fermi surface (FS) [38,39]. Energy gaps open
near the Fermi level by the FS-BZ interaction, reducing the
electronic energy and generating a pseudogap in the density of
states (DOS). The structures adopted by Hume-Rothery alloys
depend only on the diameter of the FS, hence the number of
valence electrons. Therefore, these models differ fundamen-
tally on the nature of the valence electrons at high pressure:
while the Peierls mechanism is driven by the localization of
valence electrons, the Hume-Rothery mechanism is driven by
a spherical nearly-free-electron-like Fermi surface.

Pickard and Needs have recently proposed that the elec-
tronic energy can be lowered by magnetic ordering [36].
The possible electronic localization enhances the density of
states at the Fermi level [DOS(EF)], potentially satisfying
the Stoner criteria [56] for band magnetism [DOS(Er)I > 1,
where [ is the exchange interaction]. They predict that in
Rb and Cs magnetic phases are close to stability at high
pressure (<10 meV), and in K a ferromagnetic ground state
occurs between ~18.5-22 GPa. Interestingly, the predicted
magnetic order occurs within lattice structures that are not
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observed in K at room temperature [19,31,33]. Experimental
investigation of the heavy alkalis at high pressure has been
focused on determining the complex crystal structure at room
temperature, with few studies aimed at probing the electronic
structure [14,49,57-59]. Furthermore, the extensive theoretical
work [29,36,42,43,50,52,55,60-70] has been mostly done at
zero temperature. The additional challenge of introducing
thermal fluctuations into calculations hampers the ability to
understand the basic physical and chemical properties.

In this work the high-pressure structural and electronic
ground state of K, Rb, and Cs is investigated using x-ray
diffraction (XRD) and x-ray absorption near edge structure
(XANES) at low temperature, as well as electronic structure
calculations using both density functional theory (DFT) and
real space multiple scattering approaches. None of the K, Rb,
or Cs crystal structures predicted to order magnetically were
observed at 10 K, suggesting that magnetic order may not occur
in these metals within the limits of this experiment. While
for K the observed phase transitions reproduce those seen at
room temperature, for Rb and Cs differences are seen in the
phase boundaries. The Hume-Rothery mechanism [38,39,53]
is inconsistent with the ground-state structures of K and
Cs, but cannot be completely discarded to drive the Rb-III
phase. The orbital specific local DOS (LDOS) indicates that
pressure increases the d level occupation through strong
spd hybridization. Therefore, both structural and electronic
measurements give evidence that the electronic structure of the
heavy alkali metals at high pressure displays strong deviations
from nearly-free-electron behavior.

II. EXPERIMENTAL DETAILS

A. Samples

All experiments were performed using commercial samples
(Sigma Aldrich - K, Cs 99.95%, and Rb 99.6%). The samples
were shipped in vacuum ampoules, which were broken inside
an argon filled glove box where they were kept during the
pressure cell loading; between experiments the samples were
stored in a vacuum chamber. The alkalis are very soft and
reactive, thus small pieces cut from the ingots were promptly
loaded into the pressure cells. The cells were then closed and a
small pressure (<2 GPa) was applied in order to seal the sample
environment. The absence of contaminants was confirmed by
measuring powder diffraction in the sealed samples at room
temperature before every experiment. Note that the presence
of small amounts of hydrogen/oxygen impurities cannot be
discarded, but previous high-pressure work on K [31] suggests
that such impurities do not affect the high-pressure behavior
of the heavy alkalis.

B. X-ray diffraction

High pressure XRD experiments were performed at the
16-BM-D (HPCAT) beam line of the Advanced Photon Source
(APS), Argonne National Laboratory (ANL). Monochroma-
tized x-rays (29.3 keV) were focused to 5 x 15 wm? using
a pair of Kirkpatrick-Baez mirrors. Diffraction patterns were
collected using a MAR345 image plate. Symmetric diamond
anvil cells (DAC) (Princeton shops) were prepared with regular
anvils of 600 um and 300 pm culet diameter for Rb/Cs and K
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experiments, respectively. Rhenium gaskets were preindented
to a thickness of ~1/6 culet diameter. Boron carbide seats were
used to increase the diffraction angular range (20i,.x =~ 25°).
Ruby fluorescence was used to calibrate pressure [71,72].
No pressure medium was used to prevent chemical reaction
with the sample. No sign of reaction with the Re gasket or
ruby was seen throughout the experiments. The DAC was
kept at 10 K throughout the experiment using a He flow
cryostat and pressure was applied in situ using a gearbox. The
two-dimensional (2D) patterns were converted into 1D plots
using the FIT2D software [73]. Strong texture was observed in
every experiment. Consequently, unless otherwise specified,
all XRD analyses were performed using the Le Bail method
as implemented in the GSAS/EXPGUI program [74,75].

C. X-ray absorption near edge structure

High-pressure XANES measurements were performed at
K K-edge (3.608 keV), Rb K-edge (15.2 keV), and Cs Ls-edge
(5.012 keV) at the 4-ID-D beamline of the APS, ANL. For Rb,
a membrane-driven CuBe DAC was prepared with a partially
perforated diamond (100 wm wall) paired with a mini anvil
(800 pem tall) glued on top of a fully perforated diamond [76].
Ruby fluorescence was used to calibrate pressure [71,72].
The same DAC was used for K and Cs, but the low energy
of their absorption edges imposed the use of two partially
perforated anvils. These perforations are opaque to visible
light, thus pressure was determined by measuring the lattice
parameter using the extended x-ray absorption fine structure
(EXAFS) technique [77] and comparing to the equation of
state derived by diffraction in this work (see below for further
information). Diamonds with culet diameter of 300, 450, and
600 um were used for K, Rb, and Cs, respectively. Rhenium
gaskets were used for experiments on K, and stainless steel
for Rb and Cs. For Rb, the gasket was preindented to 50 um.
Due to large sample absorption, the gaskets for K and Cs
were preindented to 15 um. The experiments were performed
at 1.6 K using a He flow cryostat, and the temperature was
increased to 15 K during pressure loading. A set of a Pd
toroidal and Pd/Si flat mirrors was used to focus the x rays to
a spot of ~150 um diameter; the beam size was then further
reduced to 50 x 50 um? using slits. Harmonics were rejected
using both the reflection cutoff of the mirrors and by detuning
the monochromator. For the experiment on Rb, the intensity
of the x rays before and after the sample was measured using
photodiodes, while for K and Cs, the incident intensity was
measured with a He filled ion chamber, and the transmitted
photons were detected with a photodiode placed inside the
cryostat. XANES data was processed using the IFEFFIT/HORAE
package [78,79].

EXAFS is a well established technique for studying the
local structure of both crystalline and amorphous samples [80].
Alkali metals are very soft (see Fig. 3), thus despite the limited
accuracy of EXAFS for distance determination (~0.01 A), the
large change of distances with pressure allows for reliable
pressure calibration. Furthermore, the change in symmetry
across the phase transitions is clearly seen in the data (Fig. 1),
corroborating the obtained pressure. While Cs displays a rather
symmetric t/4 structure at high pressure, K-IIl is very complex.

085111-2



ELECTRONIC AND STRUCTURAL GROUND STATE OF ...

Potassium
——9.8 GPa - bcc
——16.4 GPa - fcc
——22.8 GPa - Host/Guest

(a)

Potassium
——16.4 GPa - fcc
—— fcc model

(b)

o
=
>

e
o
=

& o.02f

<

§ ; :

~ 0.15} Cesium Cesium

= ——24GPa-bce ——34GPa-fec
——4.4 GPa- fcc —— fcc model

——5.6 GPa - fcc + tl4

10 2
R (A)

FIG. 1. (Color online) (a)—(c) Pressure dependent EXAFS of K
and Cs. Besides the strong reduction in the first coordination shell
distance, changes in the second and third shells are indicative of the
phase transitions. (b) Due to strong harmonic contamination, which

primarily affects the EXAFS amplitude, only the first neighbors were
fitted in K. (d) The high-quality Cs data was fitted to almost 10 A.

Thus for K, the pressures above 19 GPa were obtained from
the linear relation between membrane and sample pressure.

D. Electronic structure calculations

XANES simulations were performed using the multiple
scattering approach, in which the potentials are approximated
as spherical muffin tins, implemented in FEFF8 [81]. This
method describes the XANES as a superposition of scattering
events connected by Green’s function propagators [82]. This
formalism can also be used to calculate the electronic density,
yielding orbital dependent DOS that is used to interpret the
data. Self-consistent potential calculations were performed
using Hedin-Lundqyvist self-energy [83] in a cluster containing
2 100 atoms. XANES and DOS were calculated using a 2> 300
atoms cluster. DFT calculations using the WIEN2K code [84]
were performed for Rb and Cs to verify the results obtained
by FEFFS. A PBE-GGA exchange potential [85] was used with
10000 k points for the bee, fcc and Cs’s 14 structures, and
2000 k points for Rb’s 0C52. Experimental lattice parameters
were used in all calculations.

III. RESULTS

A. X-ray diffraction

Potassium. The phase transitions are clearly observed in
the diffractogram by the appearance/suppression of peaks
[Fig. 2(a)]. At 10 K, the bcc to fec transition occurs at 13 +
1 GPa, while the K-III phase becomes stable at 21 2 GPa.
While no bec/fee coexistence was observed, at 20.8 GPa
the fcc/K-III phases coexist. The high-symmetry bcc and
fcc phases are easily indexed, but the unique determination
of the post-fcc phase is more challenging. Most Bragg
peaks observed above 21 GPa are consistent with the host
structure (/4/mcm space group) known to occur at room
temperature [19,31]. However, reflections from the associated
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FIG. 2. Representative diffraction patterns for (a) K, (b) Rb,
and (c) Cs. The phase transitions are clearly seen as the different
symmetries lead to the appearance of new peaks. Bragg peaks from
the rhenium gasket are marked with a * symbol.

guest phase (C-centered tetragonal) are expected to be very
small, and only one reflection is visible at 26 = 8.7°. Attempts
to index the diffractogram to other phases known to occur in
the alkalis failed.
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Magnetic order was predicted to occur in K between ~18.5—
22 GPa in crystal structures (simple cubic and c/16) that are
not observed at room temperature [36]. These phases were
not observed in this experiment. Nevertheless, if the predicted
magnetic phases are ignored, DFT correctly finds K-III as the
ground state above 20 GPa [36].

Rubidium. The bec to fcc transition occurs at 8.9 + 1 GPa, at
15.7 £ 1 GPa the Rb-III (0C52) phase is stable, with fcc/Rb-
IIT coexistence seen at 15.7 GPa. Rb-III is stable to at least
24.5 GPa; at room temperature transitions to Rb-IV and Rb-V
are observed in this pressure range (see Fig. 7).

The oC52 structure (C222; unit cell) is remarkably
complex. Its 52 unit cell atoms are distributed between seven
inequivalent sites, and the structure refinement at room temper-
ature was only possible through single crystal diffraction [21].
In the Le Bail method no physical correlation is imposed on the
diffracted intensities, thus the enormous number of reflections
allowed by the 0C52 phase complicates the determination of
a unique structure. Therefore, the validity of this structure
was verified by performing Rietveld refinements with atomic
positions fixed to those found at room temperature [21].
The data is reasonably well described by this refinement,
suggesting that the oC52 is the correct crystal structure at
10 K.

Cesium. The bce to fcc transition in Cs occurs at 3.4 £
0.3 GPa [Fig. 2(c)]. Further pressure leads to fcc/Cs-1V (t14)
coexistence between 5.4 £ 0.1 GPa and 6.1 £ 0.3 GPa, after
which only the Cs-IV is observed to at least 13.4 GPa. The very
low symmetry Cs-III (0oC84), stable only between 4.2 GPa and
4.3 GPa at room temperature [22], is not seen at 10 K. Even
though the pressure step (~0.3 GPa) prevents a definite answer,
the observed fcc-/4 coexistence at 5.5 and 5.8 GPa is evidence
that the Cs-III phase does not occur at low temperature. The
same conclusion was reached through resistivity [12] and
DFT [36] results.

Equation of state at low temperature. The equation of
state (EOS) of K, Rb, and Cs obtained at 10 K is shown
in Fig. 3. These were fit to a third-order Birch-Murnaghan
EOS [89] up to the fcc — post-fce transition (Table I). The
results are consistent with previous measurements. Differences
in the bulk modulus pressure derivative (B},) obtained here and
through piston-displacement method are likely due to the much
reduced pressure range in that experiment (~2 GPa) [86,88].
Furthermore, the smaller bulk modulus (By) seen in previous
diffraction experiments [87] is consistent with the different
temperatures.

A large volume discontinuity (volume collapse) is observed
across the fcc — post-fcc transition in all heavy alkalis,
reaching 3.9% (K), 2.6% (Rb), and 8.6% (Cs) [volume collapse
size defined as (Viee — Vposi—fec)/ Vo, Where Vp is the atomic
volume at ambient pressure]. Volume collapse transitions have
been observed in many elemental solids (e.g., Refs. [90-94],
and references therein), being typically argued to signal the
onset of changes in electronic properties, such as 4 f bonding
and/or Kondo effect in lanthanides [94—100].

B. X-ray absorption near edge structure

The measured x-ray absorption spectra at the K K-
edge (3.608 keV) are affected by harmonic contamination
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FIG. 3. (Color online) Atomic volume as a function of pressure.
The following ambient pressure low temperature atomic volume (Vp)
was used to normalize the data: K: 71.507 A3, Rb: 87.338 10%3, Cs:
110.617 A”.

[Fig. 4(a)]. Attempts to improve data quality by detuning the
monochromator and by using the reflectivity cutoff of the Pd/Si
mirrors were unsuccessful. Despite not allowing a meaningful
comparison with calculated spectra, the very small shift of the
absorption edge to 40 GPa (< 0.5 eV) clearly demonstrate the
absence of a valence increase in K to this pressure. This shows
that the proposed 3 p-conduction band mixing does not occur
at the fcc — HG transition [55].

The excellent quality of the Rb K-edge and Cs Ls-
edge allows a direct comparison to the calculated spectra
[Figs. 4(c)—4(f)]. The absorption cross section is dominated
by the dipolar transition, the K-edge being sensitive to the
density of empty p states, while the Ls;-edge to the empty
d states. Pressure induces substantial changes in the Rb and
Cs XANES data. In the former, the strong increase in the
lowest-energy peak indicates an increased number of empty p
states, whereas in the later the first peak is suppressed, pointing

TABLEI. Atomic volume at ambient pressure (Vp), bulk modulus
(By), and pressure derivative of the bulk modulus (Bj) as obtained
here and from the literature. DFT-FP stands for density functional
theory using the full-potential linear augmented plane-wave method.

Alkali Method T (K) V, (/0\3) By (GPa)  Bj
K this work 10 75(2) 4.209) 3.5(1)
piston-diplacement [86] 4 75.7 3.7 4.1
x-ray diffraction [87] 300 75.65 296 4.06
DFT-FP [52] 0 74.09  3.68 3.66
Rb this work 10 95(3) 3.1(6) 3.5(1)
piston-diplacement [86] 4 92.6 2.9 4.1
x-ray diffraction [87] 300 9274 23 4.1
DFT-FP [52] 0 93.07 2.84 3.52
Cs this work 10 118(1) 2.8(5) 3.1(1)
piston-diplacement [88] 4 1104 2.1 4.0
DFT-FP [52] 0 112.68 2.29 3.17
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FIG. 4. (Color online) (a), (c), and (e) display the pressure dependence of XANES data for K, Rb, and Cs, respectively. The FEFF
simulations are shown below the raw data on (b), (d), and (f). Experimental data was shifted in energy by less than 1 eV for better comparison.

to a reduction in the empty d states. Therefore, the data for
Rb and Cs are qualitatively consistent with an enhanced d
occupation at the cost of sp electrons.

C. Electronic structure

The agreement between experiment and simulation val-
idates the calculated electronic structure. The number of
electrons per orbital calculated by FEFFS is displayed in
Fig. 5(a) as a function of relative atomic volume (V / V). Both
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FIG. 5. (Color online) (a) Variation of orbital occupation with
pressure for Rb and Cs. A break was introduced in the horizontal
axis for better data display. (b) Similar Rb-IIT DOS calculated by
FEFF8 and DFT provides further evidence for the proper description
of the high-pressure electronic structure. (c)—(d) Pressure dependence
of Rb’s and Cs’s DOS calculated by DFT. The low symmetry phase
opens a pseudogap at the Fermi level, partially localizing the valence
electrons.

Rb and Cs display enhanced d character in the conduction
band at high pressures. Noticeably, little increase in d level
occupation occurs up to the becc — fcc transitions (V/V, =
0.5 and 0.6 for Rb and Cs, respectively). Furthermore, a
nearly continuous change in d occupation is observed across
the large volume collapse observed at the fcc — post-fcc
transition. The emergence of the low-symmetry phases marks
the onset of a hastening of electron transfer from s to d
states. The phase transitions in Rb and Cs correlate with
the number of s electrons (Ny). The bce — fcc transition
occurs at Ny = 0.54 £ 0.01 electrons, and the fcc — post-fcc
at Ny = 0.46 £ 0.01 electrons. Such remarkable similarity in s
orbital occupation suggests that the deformation of the Fermi
surface away from the low-pressure spherical shape plays a
significant role in both transitions.

While the DOS calculated by FEFF8 is a reasonable
approximation [Fig. 5(b)], the broader features observed
in the DOS are likely due to the overlapping muffin-tin
approximation [101], which treats the interatomic potential
as constant. For Rb and Cs pressure leads to strong spd
hybridization observed in the LDOS for each orbital (Fig. 6).
Across the fcc — post-fee transition, a clear splitting of the
DOS around the Fermi level is observed [Fig. 5(c)]. This
is consistent with the emergence of low-symmetry phases
through minimization of the electronic energy by the opening
of a pseudogap. Furthermore, an abrupt localization of valence
electrons is suggested by the sharper features observed in the
occupied DOS across the fcc — post-fec transition.

IV. DISCUSSION

A. Temperature dependence of crystal structure

While K displays the same phases at low and room
temperature to 42 GPa, Rb and Cs display relevant differences
in their phase diagrams (Fig. 7). In Rb, the oC52 phase is stable
to at least 24.5 GPa, overcoming the range where HG and t74
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FIG. 6. (Color online) LDOS for (a)—(f) Rb, and (g)-(n) Cs, as a function of pressure.

are stable at room temperature. In Cs, the low-symmetry oC84
phase is not observed in agreement with previous transport
measurements [12] and DFT [36]. The oC52 and 0C 84 phases
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FIG. 7. (Color online) Phases of K, Rb, and Cs at 10 K and room
temperature [4,19].

exhibit the same type of layered structure, displaying different
layer order [21]. The mismatch between these layers has been
argued to be unstable to sliding, which would explain their
short range of stability (~0.1 GPain Cs [22], and ~1.6 GPa in
Rb [21] at room temperature) [69]. While the extended 0C52
stability in Rb at low temperature supports this argument, the
absence of the 0C84 in Cs appears to contradict it. However,
DFT calculations indicate that the oC84 simply becomes
energetically unstable at low temperature [36].

B. Emergence of low-symmetry crystal structures
in simple metals

Pressure-induced enhanced d character of valence electrons
has been argued to drive the stability of low-symmetry phases
due to the anisotropy of the d wave function [21,22,60,61,102].
In fact, 65 — 5d charge transfer has been suggested by
Mossbauer data to occur in Cs [57]. However, in a rigid
band approximation, simple s — d charge transfer leads to
a sequence of close-packed crystal structures, such as those
observed in the lanthanides [64,103]. Furthermore, Soderlind
et al. have shown that metallic bonding is insensitive to the
anisotropy of the valence electron wave functions [44].

Perhaps the most prevalent explanation for the high-
pressure phase transitions observed in the alkalis is the
Hume-Rothery mechanism through the FS-BZ interac-
tion [28,29,54,55]. This mechanism can be experimentally
verified by two properties: the closeness factor (n = 2kr/q,
where kg is the radius of the Fermi surface—assumed to be
spherical—and ¢ is the reciprocal lattice vector of a Bragg
reflection) and the volume of the BZ occupied by the FS
(Ves/ VBz). For 1.0 < n < 1.05, the FS lies very close to the
BZ boundary, opening a pseudogap that reduces the overall
electronic energy. The number of valence electrons used to
calculate kg is usually taken as the number of sp electrons
(z) only, as d states tend to strongly deform the spherical
FS [29]. In Fig. 8 the diffractograms of K, Rb, and Cs
within their post-fcc phases are compared to kp calculated
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FIG. 8. (Color online) Diffractogram of post-fcc phases for K (a),
Rb (b), and Cs (c) compared to the Fermi sphere radius for z = 1 and
z as calculated by FEFFS.

assuming a purely spherical FS (z = 1) and using the sp
occupation obtained by FEFFS. Only Rb in the z =1 case
appears to be consistent with the Hume-Rothery mechanism.
Furthermore, using the strongest Bragg peaks nearby k for
z=11in K and Cs, Vgs/ Vg7 is 113% and 75%, respectively,
while for Rb this ratio is 94.3%. Although the diffraction data
is consistent with the oC52 phase of Rb being stabilized
by a Hume-Rothery mechanism, the remarkable similarity
between the experimental and simulated XANES is strong
evidence that z = 0.52 (not z = 1) is correct, which would
lead to a strongly distorted FS and n = 0.81. Additionally,
it would be difficult to propose different mechanisms for
these alkalis given the similarity between their DOS across
the fcc — post-fce transition (Fig. 6). It has been proposed
that the HG structure of K occurs due to an increased number
of valence electrons (2.6 e~ /atom) arising from hybridization
with the inner 3p level [55]. This is in strong disagreement
with the present experimental and calculated results (even at
40 GPa, the 3p level lies more than 12 eV below the Fermi
level).

The sequence of structural transitions across the actinide
series is remarkably similar to that in alkali metals under pres-
sure, including the emergence of very low-symmetry phases
together with much reduced melting temperatures [37,45—48].
It has been argued that the structure of metals can be explained
by a competition between the Madelung energy, favoring
high-symmetry phases, and the Peierls distortion, favoring
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low-symmetry structures [44]. Pressure weakens the nearly-
free-electron behavior of valence electrons by introducing
sharp features in the DOS that indicate electronic localization
(Fig. 6). At high pressure, spd hybridization leads to a
dominating d character in the valence electrons, bringing the
heavy alkalis closer to transition metals. In fact, Rb and Cs
display features about 1.5 eV wide across the Fermi level
in the fcc phase, in excellent agreement with the predicted
1-2 eV bandwidth necessary for a Peierls distortion to occur
in Fe [29]. Therefore, the present results indicate that the low
symmetry structures of Rb and Cs, and likely K, occur due to
pressure-induced localization of the conduction band, within
a Peierls mechanism [40,44].

C. Magnetic order in heavy alkalis at high pressure

The emergence of magnetic order in heavy alkali metals
arising from high-pressure electronic localization is an exciting
possibility [36]. The observed crystal structures at 10 K suggest
absence of magnetic ordering in these metals as predicted
using DFT (Fig. 2). However, only magnetic measurements
will be able to definitely address this question. Furthermore,
the multiple nearly degenerate phases (<10 meV) found
by DFT suggest that strain effects present in the current
nonhydrostatic measurements may contribute to this result.
Even in the absence of magnetic ordering, the pressure-induced
localization of valence electrons should lead to a larger
paramagnetic response, which would also be of interest.
Nevertheless, if the predicted magnetic crystal structures for K
are ignored, DFT correctly predicts the ground-state post-fcc
phases for K, Rb and Cs [36].

V. CONCLUSION

In this paper the electronic and structural ground state of
the heavy alkalis was investigated. These metals were shown
to transition to low-symmetry phases at similar pressures at
10 and 300 K. Understanding how such low-symmetry phases
occur in simple metals is of general interest. Here, a combina-
tion of x-ray diffraction and spectroscopy measurements, as
well as theoretical calculations, provide a unique insight into
the origin of such phases. It is shown that pressure partially
localizes the conduction band of K, Rb, and Cs, distorting the
otherwise nearly-free-electron-like valence band. This process
evolves through strong spd hybridization. The localization
of valence electrons is argued to trigger a Peierls transition,
in which electronic energy is gained by opening a pseudogap
at the Fermi level. Compression is demonstrated to push the
valence band towards the strongly correlated electron regime,
likely triggering similar behavior to that observed in transition
metals.
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