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Using the first-principles density functional theory method, we systematically investigate the structural
and electronic properties of heterovalent interfaces of the lattice-matched II-VI/III-V semiconductors, i.e.,
ZnTe/GaSb, ZnSe/GaAs, ZnS/GaP, and ZnO/GaN. We find that, independent of the orientations, the heterovalent
superlattices with period n = 6 are energetically more favorable to form nonpolar interfaces. For the [001]
interface, the stable nonpolar interfaces are formed by mixing 50% group-III with 50% group-II atoms or by
mixing 50% group-V with 50% group-VI atoms; for the [111] nonpolar interfaces, the mixings are 25% group-III
(II) and 75% group-II (III) atoms or 25% group-V (VI) and 75% group-VI (V) atoms. For all the nonpolar
interfaces, the [110] interface has the lowest interfacial energy because it has the minimum number of II-V
or III-VI “wrong bonds” per unit interfacial area. The interfacial energy increases when the atomic number
of the elements decreases, except for the ZnO/GaN system. The band alignments between the II-VI and III-V
compounds are drastically different depending on whether they have mixed-cation or mixed-anion interfaces, but
the averaged values are nearly independent of the orientations. Similarly, other than ZnO/GaN, the valence-band
offsets also increase as the atomic number of the elements decreases. The abnormal trends in interfacial energy
and band alignment for ZnO/GaN are primarily attributed to the very short bond lengths in this system. The
underlying physics behind these trends are explained.
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I. INTRODUCTION

It has been proposed that mixing lattice-match II-VI and III-
V semiconductors could be an efficient way to tune the material
properties for specific applications [1–7] because the II-VI
and III-V usually have much larger tunability than isovalent
semiconductor alloys [e.g., the band gap of GaAs (1.5 eV) is
much smaller than that of ZnSe (2.8 eV), even though they are
lattice matched; see Table I]. For example, lattice-matched
ZnO/GaN alloys have been suggested as good candidates
for electrodes for high-efficiency solar hydrogen produc-
tion through photoelectrochemical water splitting [3,9,10];
lattice-matched ZnSe/GaAs and ZnTe/GaSb heterojunctions
are proposed to be high-quality blue-green emitters [11,12].
ZnTe/GaSb have also been proposed as good candidates for
tandem solar cell absorber materials because GaSb has a band
gap of 0.8 eV and ZnTe has a band gap of 2.4 eV; therefore,
their alloys and superlattices can cover a large range of the solar
spectrum without significant change in the lattice constant [7].
However, despite the lattice match between the II-VI and III-V
compounds, mixing the pair of II-VI and III-V to form a
disordered alloy is usually difficult because for heterovalent
(II-VI or III-V) alloys there will inevitably be many wrong II-V
and III-VI bonds which will significantly increase the alloy
formation energy [6]. To reduce the number of wrong bonds in
the system, one effective way could be forming superlattices
instead of disordered alloys because for a superlattice the II-V
(with a deficiency of 1/4 of an electron) and III-VI (with 1/4
excess electrons) wrong bonds will only occur at the interface.
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However, it is not clear what kind of interfacial structures
are more stable for the superlattices with different orientation
and how the interface atomic structures affect the material
properties such as the band offset [13–22]. It is also not clear
how these material properties change with atomic numbers,
for example, from ZnTe/GaSb to ZnSe/GaAs to ZnS/GaP to
ZnO/GaN.

In this paper, we select the lattice-matched heterovalent Zn-
VI/Ga-V (VI = Te, Se, S, O; V = Sb, As, P, N) semiconductor
superlattices as examples, and analyze their structural stability
and electronic properties of the interfaces with different
orientations and interfacial atomic configurations. Within the
ab initio total-energy and electronic structure calculations, we
find that for all the orientations ([100], [110], [111], etc.) the
heterovalent superlattices with period n = 6 are energetically
more favorable to form nonpolar interfaces. For all the different
orientations, the [110] nonpolar interface has the lowest
interfacial energy, because the [110] nonpolar interface has
the least number of wrong bonds per unit interfacial area.
The calculated band offsets also show that although the
valence-band offsets (VBOs) for the nonpolar mixed-cation
and mixed-anion interfaces are very different the average offset
is nearly orientation independent. The interfacial formation
energy and valence-band offset increases when the atomic
number decreases, but for the ZnO/GaN pair the trend reverses
due to the very short bond length of the ZnO/GaN systems.

II. METHODS OF CALCULATIONS

In this study, the model (II-VI)6/(III-V)6 zinc-blende
superlattice structures along [001], [110], and [111] directions
(Fig. 1, left side), respectively, are investigated. For the
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TABLE I. Summary of the experimental lattice constants and
band gaps of ZnTe/GaSb, ZnSe/GaAs, ZnS/GaP, and ZnO/GaN
compounds in pairs. All data come from Ref. [8].

Pairs Lattice constant (Å) Band gap (eV)

ZnTe/GaSb 6.088/6.095 2.394/0.822
ZnSe/GaAs 5.667/5.653 2.822/1.519
ZnS/GaP 5.405/5.450 3.723/2.350
ZnO/GaN
a 3.249/3.190 3.441/3.503
c 5.204/5.189

atomic arrangements parallel to the interface, we choose
the (

√
2 × √

2),(1 × 1), and (2 × 2) supercells, respectively,
for [001], [110], and [111] superlattices (Fig. 1, right side),
in which a1 and a2 are the basis vectors of lateral planes.
Actually, because we only consider the atomic configurations
within a few atomic layers near the interface, the total number
of nonequivalent interfacial structures is not quite large.
Therefore, we just enumerate all the possible nonequivalent
interfacial structures to search for the interfacial ground state
along different orientations. The total energies are calculated
using the density functional theory [23,24] within generalized-
gradient approximations (GGAs) [25], as implemented in
the Vienna ab initio simulation package (VASP) [26–28].
The electron and core interactions are included based
on the frozen-core projected-augmented-wave approach [29].
The cutoff energy for the wave-function expansion is 450 eV.
For the [001] and [110] superlattices, a k-point grid den-
sity [30] of 8 × 8 × 1 was employed in the first Brillouin
zone, and for the [111] superlattice a 6 × 6 × 1 k-point grid
was used. In the relaxation process, all the atoms are allowed
to relax until the quantum-mechanical forces acting on them
become less than 0.02 eV/Å.

The interfacial energy is defined:

Eint = Etot[(AX)n(BY )n] − [nEtot(AX) + nEtot(BY )]

2S
, (1)

where Etot[(AX)n (BY)n],Etot(AX), and Etot(BY) are the total
energies of the superlattice, bulk AX, and BY, respectively. S

represents the interfacial area. Convergence of the interfacial

(a) (001) superlattice

(c) (111) superlattice

(b) 110 superlattice

12

1

2

12

FIG. 1. (Color online) Schematic plots of (a) [100], (b) [110],
and (c) [111] (II-VI)6/(III-V)6 superlattices. The right side of the plot
shows the lateral atomic arrangements parallel to the interface. a1 and
a2 are the basis vectors of the lateral plane. The green, orange, gray,
and dark yellow balls indicate the group-III, -V, -II, and -VI atoms,
respectively. The color scheme is the same for all figures in the paper.

energy with respect to the slab thickness n is checked.
Convergence tests show that n = 6 is sufficient [20] to

converge the interfacial energy to within 0.1 meV/Å
2
.

III. RESULTS AND DISCUSSIONS

A. [001] orientation

Figure 2 shows the interfacial energies of (GaSb)6 (ZnTe)6

(a) [001], [b] [110], and (c) [111] superlattices calculated for all
nonequivalent interfacial atomic configurations. We see from
Fig. 2(a) that the structures A, B, C, and D have nearly the

same minimum energy of around 6.6 meV/Å
2

for the [001]
growth orientations. The corresponding atomic configurations
are presented in Fig. 3. We found that the structures A and B are
the mixed-cation interfaces, and C and D are the mixed-anion
interfaces. As a comparison, we also list the abrupt interface,

which has interfacial energy of 19.13 meV/Å
2
, much higher

than the low-energy interfacial structures (A, B, C, and D). It
is clear that in the case of [001]

√
2 × √

2 superlattices each
atomic layer has two atoms and at least four “wrong bonds”
(i.e., Ga-Te or Zn-Sb bonds) at the interface. In the structures
A, B, C, and D, the mixed interfaces are formed either by one
Ga atom plus one Zn atom or by one Sb atom plus one Te atom.
In other words, the stable mixed interfaces are constructed by
50% Sb and 50% Te atoms or by 50% Ga and 50% Zn atoms, as

FIG. 2. (Color online) Interfacial energies (meV/Å
2
) of ZnTe/

GaSb (a) [001], (b) [110], and (c) [111] interfaces calculated for
all nonequivalent interfacial atomic configurations.
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FIG. 3. (Color online) Atomic configurations of (GaSb)/(ZnTe)
[001] interfaces corresponding to A, B, C, D, and E points in Fig. 2(a).
Structures A and B are the mixed-cation interfaces, C and D are the
mixed-anion interfaces, and E is for a sharp interface.

predicted by previous studies [20–22], and there are two Ga-Te
and two Zn-Sb wrong bonds at the interfaces. As we know, the
Zn-Sb bond is an acceptor bond, providing 1/4 holes, and the
Ge-Te bond is a donor bond, providing 1/4 electrons. Thus, at
the 50:50 mixed interfaces the equal acceptor and donor bonds
will be fully and locally compensated, and thus no excess
holes or electrons are accumulated near the interfaces. On the
other hand, because it has only one kind of wrong bonds,
the Ga-Te or Zn-Sb bond, the abrupt interface E will accumu-
late electrons at the Ga-Te interface or holes at the Zn-Sb inter-
face. Consequently there will exist an electric field in this type
of superlattices. To verify the above analysis, we plot the local
potential distributions of structures A, B, C, D, and E along
the [001] orientation, as shown in Fig. 4. It is clearly seen that
in the structures A, B, C, and D there is no electric field through
the superlattices, and thus they are nonpolar, whereas in
structure E with the abrupt interface there apparently exists an
electric field through the superlattice, and it is thus polarized.
Figure 5 shows the total density of states (DOS) of structures
A, B, C, D, and E of (GaSb)/(ZnTe) [001] superlattices. It is
clearly shown that the structures A, B, C, and D have a band
gap based on GGA calculations, while structure E does not.
Although the GGA calculations underestimate the band gap
by about 30–50% [31] in this system, the relative values of
the band gap in these structures are physically meaningful.
That is to say, the band gaps of structures A, B, C, and D are
always larger than that of structure E. This is consistent with
the general expectation that the large band-gap materials are
in general more stable than the smaller band-gap materials.

B. [110] orientation

Figure 2(b) shows the interfacial energies of
(GaSb)6 (ZnTe)6 [110] superlattices for different nonequiva-

FIG. 4. (Color online) Corresponding potential distributions of
interfacial structures A, B, C, D, and E along growth orientation
for the (GaSb)/(ZnTe) [001]

√
2 × √

2 superlattices. The red lines
indicate the top of the potential along the growth direction of the
superlattice and show schematically whether or not there is an electric
field through the superlattice. This scheme is the same for Figs. 6 and 8
in this paper.

lent interfacial atomic structures. We find that the stablest inter-
facial structure F has the interfacial energy of 3.15 meV/Å

2
,

which is lower than that in the [001] interface. The

FIG. 5. (Color online) Total density of states (DOS) of structures
A, B, C, D, and E for the (GaSb)/(ZnTe) [001] superlattices. The
Fermi level is set to be 0 eV.
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FIG. 6. (Color online) Atomic configuration (the upper panel)
and potential distribution (the bottom panel) of structure F of the
ZnTe/GaSb [110] 1 × 1 superlattice.

corresponding atomic structure and local potential of structure
F are presented in Fig. 6. We find that the interfaces of structure
F are abrupt. The plot of local Coulomb potential shows that
there is no electric field through the superlattice, which is
consistent with the fact that the interface is nonpolar because
the (1 × 1) [110] interface has exactly one Ga-Te and one
Zn-Sb wrong bond, which can fully compensate each other,
so that no excess charges are accumulated near the interfaces.

C. [111] orientation

Figure 2(c) shows the interfacial energies of
(GaSb)6 (ZnTe)6 [111] superlattices for different
nonequivalent interfacial atomic structures. We find that
the structures G, H, I, J, K, L, M, and N have nearly the

same lowest interfacial energy of around 6.3 meV/Å
2
. The

corresponding atomic configurations are presented in Fig. 7.
Apparently the structures G, H, I, and J have the mixed-cation
interfaces, while K, L, M, and N have the mixed-anion
interfaces. As a comparison, we also list the structure O
with the abrupt interfaces, which has an interfacial energy of

8.91 meV/Å
2
, larger than that of mixed interfaces. Figure 8

presents the corresponding local potential of structures
G–O along the [111] orientation. It is clear that for the
mixed interfaces there is no electric field at the center of
the superlattice. Therefore, we call these interfaces nonpolar
although the two interfaces are not exactly the same. For
the abrupt structure O there apparently exists an electric
field through the superlattice, which is polarized. It is also
interesting to see from Fig. 7 that the stable mixed interfaces
for the [111] 2 × 2 superlattices are constructed by one Ga
(Zn) and three Zn (Ga) atoms (structures G, H, I, and J) or
by one Sb (Te) and three Te (Sb) atoms (structures K, L,
M, and N), i.e. a 25–75% mixture, which is distinct from
the case of [001]-oriented superlattices, in which the stable
mixed interfaces are formed with a 50:50 mixture of Ga and
Zn or Sb and Te atoms. More generally, in the case of ZB
[111] superlattices, if the lateral dimension of the unit cell
is N1 × N2 (N1 and N2 are integers), then each atomic layer
has N = N1 × N2 atoms [Fig. 1(c)], and so the minimum
of wrong bonds of the abrupt interface is N , which are
parallel to [111] directions. Thus when M II (III) atoms are
changed to III (II) atoms to form mixed-cation interfaces,
or M VI (V) atoms are changed to V (VI) atoms to form
mixed-anion interfaces, it will eliminate M wrong bonds

FIG. 7. (Color online) Atomic structures of ZnTe/GaSb [111]
2 × 2 interfaces corresponding to G, H, I, J, K, L, M, N, and O sites
in Fig. 2(c). Structures G, H, I, and J are the mixed-cation interfaces
with different symmetries, and K, L, M, and N are the mixed-anion
interfaces with different symmetries. As a comparison, we also list
the abrupt interface (structure O).

parallel to the [111] direction and simultaneously give rise
to 3M wrong bonds in the other three directions. The new
generated and non-[111]-direction 3M wrong bonds have the
opposite bond characters (acceptor or donor type) compared
to that of the remaining N − M wrong bonds parallel to the
[111] direction near the interface. Consequently, in order to
keep local charge neutrality and form nonpolar interfaces, it
should satisfy the relation N − M = 3M . That is why, for the
mixed nonpolar interfaces, the ratio of the number of atoms is
M/(N − M) = 1/3, i.e., a 25:75 mixture.

D. Comparison between [001], [110], and [111] orientations

In the previous sections, we studied the stability of [001],
[110], and [111] ZnTe/GaSb superlattices and found that the
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FIG. 8. (Color online) Potential distributions for the mixed-
cation interfaces [i.e., G, H, I, and J in Fig. 2(c)] and mixed-anion
interfaces [K, L, M, and N in Fig. 2(c)], respectively, along the
[111] direction for the (GaSb)/(ZnTe) [111] 2 × 2 superlattices. As
a comparison, we also show the potential distributions for the pure
interface (structure O).

energetically stable structures all have nonpolar interfaces.
However, these stable nonpolar interfaces along different
orientations have very different atomic compositions. For
example, the stable nonpolar interfaces along [001] orientation
are mixed by 50% group-III and 50% group-II atoms or
by 50% group-V and 50% group-VI atoms, and for the
[111] orientation the stable nonpolar interfaces are mixed
by 25% group-III (II) and 75% group-II (III) atoms or by
25% group-V (VI) and 75% group-VI (V) atoms, whereas
the [110] nonpolar interfaces are fully abrupt. The reason
why the nonpolar interfaces have the lowest interfacial energy
in all these growth orientations is mainly due to the fact
that it has the lowest Coulomb energy near the interface.
Figure 9 shows the schematic Coulomb interactions of the
ZnTe/GaSb superlattice in forming the [001] polar and
nonpolar interfaces. Apparently, at the polar interface there
are excess holes at the Zn-Sb interface and electrons at the

FIG. 9. (Color online) Schematic Coulomb interactions of
ZnTe/GaSb [001] superlattice systems in forming (a) polar and (b)
nonpolar interfaces.

Ga-Te interface. When these two interfaces are far enough
apart, the Coulomb interaction between these two interfaces is
reduced. However, the Coulomb interaction at each interface
increases the interfacial energy due to the presence of hole-hole
or electron-electron Coulomb repulsion [Fig. 9(a)]. However,
for the nonpolar interface, because it has equal acceptor and
donor bonds on a single interface, the excess holes can be fully
and locally compensated by the electrons at the each interface
layer. Therefore the Coulomb interaction derived from excess
holes or electrons becomes attractive. As a result, the nonpolar
interfaces have low interface energy [Fig. 9(b)].

E. Chemical trends for various lattice-matched
(III-V)/(II-VI) superlattices

Table II lists the interfacial energies of nonpolar in-
terfaces along different orientations for the lattice-matched
ZnTe/GaSb, ZnSe/GaAs, ZnS/GaP, and ZnO/GaN heterostruc-
tures. We find the interfacial energy of stable interface struc-
tures along different orientations has E001

int > E111
int > E110

int in
all these systems. As in our previous discussions, the number of
wrong bonds per unit area at the interfacial region for various
orientations is also important in determining the interfacial
energy of nonpolar interfaces. The more wrong bonds per
unit interfacial area, the larger the interfacial energy is. The

TABLE II. Calculated interfacial energies Eint (in meV/Å
2
) of the

II-VI/III-V superlattices along [001], [110], and [111] orientations.
The last row shows the number of wrong bonds per unit interfacial
area. Here a is the lattice constant.

System [001] [110] [111]

ZnTe/GaSb 6.61 3.15 6.29
ZnSe/GaAs 7.99 3.62 7.05
ZnS/GaP 9.24 3.60 8.31
ZnO/GaN 8.02 2.88 4.83
Number of wrong bonds

per unit area 4/a2 4/
√

2a2 6/
√

3a2
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interfacial area for [001], [110], and [111] superlattices is a2,√
2

2 a2, and
√

3a2, respectively (Fig. 1). Here a is the lattice
constant. The corresponding minima of wrong bonds of the
nonpolar interface are 4, 2, and 6. Hence, the minima of
wrong bonds per unit interfacial area are 4/a2, 4/

√
2a2, and

6/
√

3a2 for the [001], [110], and [111] nonpolar interfaces,
respectively. Apparently, 4/a2 > 6/

√
3a2 > 4/

√
2a2. That is

the reason why for the nonpolar interfaces E001
int > E111

int >

E110
int . Because the bond strength (bulk modulus) and the

number of wrong bonds per area increase as the atomic number
decreases, the interfacial energy generally increases as the
atomic number of the compounds decreases. However, for
ZnO/GaN, due to the very short bond length, the Coulomb
interaction between the atoms and layers lowered its interfacial
formation energies.

F. Arbitrary orientation

To calculate the interfacial energy along arbitrary growth
orientation, we expand the interfacial energy for orientation
(l,m,n) or angle (θ , φ) in terms of the cubic lattice harmonics
with lmax = 6 [32,33]:

Eint(θ,φ) = a + bK4(θ,φ) + cK6(θ,φ), (2)

where

K4(θ,φ) = sin(θ )4 cos(φ)4 + sin(θ )4 sin(φ)4 + cos(θ )4 − 3
5 ,

K6(θ,φ) = sin(θ )4 cos(θ )2 cos(φ)2 sin(φ)2

+ 1
22

[
sin(θ )4 cos(φ)4 + sin(θ )4 sin(φ)4

+ cos(θ )4 − 3
5

] − 1
105 , (3)

where θ ∈ [0,π ] and φ ∈ [0,2π ). The parameters a, b, and
c can be fitted using the interfacial energies of [001] (θ = 0),
[110] (θ = π/2,φ = π/4), and [111] (θ = arccos(1/

√
3),φ =

π/4) directions. In order to identify the lowest interfacial
energy orientation (θmin, φmin) according to Eq. (2), we need
to solve the following equations:

∂Eint(θ,φ)

∂θ
= 0

∂Eint(θ,φ)

∂φ
= 0. (4)

Using our calculated values, we find the minimum interfacial
energy occurs at (θ , φ) equal to (π

4 , 0), (π
4 , π

2 ), (π
4 , π ), (π

4 ,
3π
2 ), (π

2 , π
4 ), (π

2 , 3π
4 ), (π

2 , 5π
4 ), (π

2 , 7π
4 ), ( 3π

4 ,0),( 3π
4 , π

2 ), ( 3π
4 , π ),

( 3π
4 , 3π

2 ), which all are equivalent to the [110] direction. This
result further confirmed that for thick superlattices the [110]
nonpolar interface has the lowest interfacial energy among all
growth orientations.

G. Band offsets

Another essential quantity in any interface is the band
offset, and for the heterovalent interface it depends sen-
sitively on the orientations and atomic configurations near
the interfaces. Theoretical simulations of the band offset are
basically following the procedure used in photoemission core
level spectroscopy, in which the VBOs of two compounds
are obtained by [13,34,35] �Eυ(AX/BY ) = �Eυ,C ′ (BY ) −
�Eυ,C(AX) + �EC ′,C(AX/BY ), where �Eυ,C(AX) =
Eυ(AX) − EC(AX) [the same for �Eυ,C ′ (BY )] is the energy
difference between the core level and valence-band maxi-
mum for the pure AX compound, and �EC ′,C(AX/BY ) =
EC ′(BY ) − EC(AX) is the core level energy difference
between AX and BY at the AX/BY heterostructure. Ta-
ble III shows the calculated VBOs of nonpolar interfaces for
ZnTe/GaSb, ZnSe/GaAs, ZnS/GaP, and ZnO/GaN heterostruc-
tures along different growth orientations, and comparison
with the corresponding experimental results when possible.
In the [001] orientation, the mixed-cation A and mixed-anion
C structures are chosen, and in the [111] orientation the
mixed-cation G and mixed-anion K are chosen for the VBO
calculations. It is interesting to see that although the VBOs
for the nonpolar mixed-cation structures are always larger
than that for the nonpolar mixed-anion structures in the
[001] or [111] orientation the average of the band offsets is
nearly equal to that of intrinsic nonpolar [110] orientation.
Except for ZnO/GaN, the VBOs increase monotonically from
ZnTe/GaSb to ZnSe/GaAs to ZnS/GaP, which is consistent
with the fact that the VBM consists mainly of anion p orbitals
and the difference of atomic chemical potential of p orbits of
group-V and group-VI atoms increases from 5p (Sb-Te) to 4p

(As-Se) to 3p (P-S) [40]. For ZnO/GaN, the trend is reversed
again because for this system with small bond lengths the
level repulsion between anion p and cation d states is much

TABLE III. Valence-band offsets (in eV) of nonpolar interfaces for the nonisovalent II-VI/III-V semiconductors along [001], [110], and
[111] directions, respectively. A positive number indicates that the III-V has a higher VBM than the II-VI compound.

[001] orientation [110] orientation [111] orientation

Systems Mixed cation Mixed anion Average Abrupt Mixed cation Mixed anion Average Expt.

ZnTe/GaSb 0.89 0.37 0.63 0.63 0.91 0.40 0.65 0.60a, 0.79 b

ZnSe/GaAs 1.03 0.39 0.71 0.72 1.05 0.40 0.72 0.93c, 1.10 d

ZnS/GaP 1.20 0.45 0.82 0.86 1.22 0.47 0.85
ZnO/GaN 0.87 −0.02 0.43 0.38 0.82 −0.12 0.35 0.7–1.0e,f

aFrom Ref. [36].
bFrom Ref. [37].
cFrom Ref. [38].
dFrom Ref. [39].
eFrom Ref. [14].
fFrom Ref. [16].
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larger for ZnO than GaN because Zn has much shallower 3d

orbitals than Ga 3d orbitals, thus reducing the band offsets.
The increased p − p repulsion between anion and cation p

orbitals is also partially responsible for the reduced band offset.
It is also interesting to notice that, although all the nonpolar
interfaces of [001] or [111] orientation have nearly the same
interfacial energies, the VBOs of these nonpolar interfaces
in the same orientation could have large difference due to
the difference of atomic configurations near the interfaces.
It should be noted that, compared to the hybrid functional
(HSE) [41] or quasiparticle GW method [42,43], although the
PBE underestimates the band gaps, the error on the band offsets
is largely canceled because we are calculating the energy
difference between compounds in the same row [44]. However,
for ZnO/GaN, the large overestimation of p-d coupling in ZnO
could underestimate the calculated VBO for this system.

IV. CONCLUSIONS

In summary, based on first-principle calculations, we
investigated structural stability and band alignment of
lattice-matched II-VI/III-V semiconductor interfaces, i.e.,
ZnTe/GaSb, ZnSe/GaAs, ZnS/GaP, and ZnO/GaN along dif-
ferent growth orientations. We found that the abrupt [001]
and [111] interfaces are polar interfaces, whereas the abrupt
[110] interface is nonpolar. These [001] and [111] polar
interfaces are highly unstable and will reconstruct into a
chemically mixed geometry so as to remove the polarity and
reduce the Coulomb repulsion energy near the interfaces. For
the case of [001] interfaces, the stable nonpolar interfaces
are mixed with 50% group-III and 50% group-II atoms or

with 50% group-V and 50% group-VI atoms. While in the
[111] orientation, the stable nonpolar interfaces are formed by
mixing 25% group-III (II) and 75% group-II (III) atoms or
by 25% group-V (VI) and 75% group-VI (V) atoms. Among
all the nonpolar interfaces, the [110] nonpolar interface is
found to have the lowest interfacial energy because it has
the minimum number of II-V or III-VI wrong bonds at
the interface per unit interfacial area. The interfacial energy
increases when the atomic number of the elements decreases
except for ZnO/GaN, which has a lower interfacial formation
energy than the ZnS/GaP system due to the very short
bond lengths in ZnO/GaN. The band alignments between the
II-VI and III-V compounds are drastically different whether
they have mixed-cation or mixed-anion interfaces, but the
averaged values are nearly independent of the orientations.
The valence-band offsets increase as the atomic number of
the elements decreases, except for ZnO/GaN, which has a
smaller VBM offset than ZnS/GaP because of the short
bond lengths and large p − d repulsion in ZnO/GaN system.
These general trends are expected to hold in other related
systems.
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