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We analyze the error of approximating Gibbs states of local quantum spin Hamiltonians on lattices with
projected entangled pair states (PEPS) as a function of the bond dimension (D), temperature (8~"), and system
size (N). First, we introduce a compression method in which the bond dimension scales as D = ¢?o&N/) if
B < O(log, N). Second, building on the work of Hastings [M. B. Hastings, Phys. Rev. B 73, 085115 (2006)], we
derive a polynomial scaling relation, D = (N /€)°®. This implies that the manifold of PEPS forms an efficient
representation of Gibbs states of local quantum Hamiltonians. From those bounds it also follows that ground
states can be approximated with D = N 9% whenever the density of states only grows polynomially in the
system size. All results hold for any spatial dimension of the lattice.
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I. INTRODUCTION

Problems dealing with quantum many-body systems in
lattices appear very often in different branches of physics and
chemistry. They typically correspond to discretized versions
of first-principles continuum models, such as in high-energy
physics, atomic physics, or quantum chemistry, or provide
a phenomenological description of a complex system, as in
condensed matter physics. They are characterized in terms
of a lattice Hamiltonian, H, which describes the motion as
well as the interactions among the different constituents. Apart
from generating the dynamics via the Schrodinger equation,
the Hamiltonian defines the quantum state of the system in
thermal equilibrium through the Gibbs density operator,

e’ﬁH . e’ﬁH
Z  tufePH]

where Z is the partition function and 8 = 1/« T is the inverse
temperature (we set the Bolzmann constant kg = 1). This
operator encodes all the (static) physical properties of our
systems. Extracting that information becomes a hard problem,
even for systems consisting of very few particles. The reason is
that, in order to determine expectation values of observables,
we have to express p in a basis of the corresponding Hilbert
space, and the dimension of the latter grows exponentially with
the number of lattice sites, N (i.e., volume) of the lattice. This
factis ultimately related to the tensor product structure inherent
in quantum mechanical problems dealing with composite
objects, and thus ubiquitous in several branches of science.
There exist different ways around this problem, at least
in some specific situations. For instance, one can employ
sampling techniques in certain models (not suffering from
the sign problem), to accurately determine the physical
properties of a system in thermal equilibrium. Alternatively,
one can restrict oneself to simple tractable families of states
depending on few parameters, which can then be determined
by variational techniques. This last approach typically requires
a good intuition to select which family will encompass all the
physical properties that one has to describe, and can easily lead
to either wrong or inaccurate results. Yet another approach is

p= ey
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that of quantum simulation, where the Hamiltonian of interest
is implemented on a different system on which one has enough
control [1].

Strictly speaking, the exponential scaling of the dimension
of the Hilbert space with the size of the lattice should not be
the ultimate reason for the difficulty of quantum many-body
problems, at least for the ones that naturally appear in nature.
For instance, if H is the sum of terms acting nontrivially
only on at most x lattice sites, then we can characterize
all possible Hamiltonians with a number of parameters that
scales only polynomially with N. If those terms are local,
meaning that the distance between the sites on which term
of H acts is bounded by a constant, this scale is even linear
in N. Thus, for all those problems, p itself only depends on
few parameters. One says that the states can only explore a
very small “corner” of the Hilbert space [2]. Consequently, it
may be possible to utilize this fact to find families of states
that describe all possible many-body lattice problems with
x-body interactions in thermal equilibrium, and that depend
on a number of parameters that only grows polynomially
with N. Thus, a central problem in this context is to find and
characterize such a family of states. A first and fundamental
step would be to solve that problem for local Hamiltonians, on
which we will concentrate in the following.

Matrix product states (MPS) [3,4] provide the answer
for one-dimensional models at zero temperature for both
gapped [5,6] and critical models [7]. Specifically, if Wy is
the ground state of such a Hamiltonian there exists a MPS
of bond dimension D, Wyps, such that ||Wg — Wyps]|| < €
with D = O(poly(N/€)). Note that, in turn, the number of
parameters to characterize the MPS scales polynomially with
D. This result is strongly connected to the area law [8,9],
which is fulfilled (or only slightly violated) for those models
and MPS. In higher dimensions and still at zero temperature, it
is conjectured (and proven under certain assumptions [10,11]),
that the area law still holds (with logarithmic corrections
for certain critical models [12,13]). In that case, one would
expect that the projected entangled pair states (PEPS) [14,15],
which extend MPS to higher dimensions, would provide us
with the efficient description of that corner of the Hilbert
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space [2]. Moreover, for any finite temperature (independent
of N), an area law has been proven [16] both for Gibbs
states (1), as well as for projected entangled pair operators
(PEPOs), the extension of PEPS to mixed sates. This also
suggests that PEPOs can efficiently describe Gibbs states of
local Hamiltonians. From the physics point of view, this is
actually the relevant question, as any extended system can
only be cooled down to a certain temperature independent of
the system size.

Hastings [17] has already derived some remarkable results
addressing that question. He has shown that in d spatial
dimensions, one can build a PEPO, ppgpo, such that ||p —
prepol|1 < € with bond dimension scaling as

D — (OBloas(N/e)). )

This gives a polynomial scaling for one dimension, and a
subexponential (although superpolynomial) one for higher
ones. This result also implies a bound for the approximation
of the ground state. In fact, if H is gapped and the density of
states for a fixed energy only grows as poly(N), then choosing
B = O(log, N) in (1) we obtain a state that is as close as we
want to the ground state [18]. This means that, under those
conditions, we can find a PEPS approximation of the ground
state with

D = (OUoaW/o™h, 3)

In the present paper we derive the following results. First, we
use a method based on the Trotter expansion to obtain a bound
for B < O(log, N) independent of the dimension (although
still superpolynomial in N),

D= eO(log%(N/e)). )

Under the same condition on the density of states as before,
we also obtain that the ground state can be approximated with

D— eO(log%(N/G))’ 5)

independent of the dimension. Finally, using Hastings’ con-
struction of the PEPO (see also [19]), with the help of an
efficient encoding we show that it is possible to have a
polynomial scaling for any temperature; i.e.,

D = (N/e)?Pdleed, ©)

Even though Hastings’ cluster expansion method gives better
results at finite temperature than the first construction, that
is more intuitive as it extends the case of commuting
Hamiltonians.

The paper is organized as follows. In Sec. II we define the
problem we are addressing in this work. Section III derives
the bounds (4) and (5) using the technique based on the
Trotter expansion. In Sec. IV we use a different encoding
of the PEPO based on Hastings’ construction to obtain the
polynomial bound (6). In all these sections we quote the results
and explain how we have proven them. In the appendices we
give details of the proofs.

II. PROBLEM

We consider a growing sequence of finite spin systems, S,,,
with two-body interactions. To every system, S,, we assign
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a graph, G, = (V,,&,), where the vertices V, correspond to
the individual spins and the edges &, to interactions. The
Hamiltonian is such that only the connected points interact:

H, =Y he, (7)

ecé,

where h, acts nontrivially on spins v and w if e = (v,w).
Even though for simplicity we have considered only nearest-
neighbor interactions, the results generalize to local more-body
interactions. We will assume that the (operator) norm of all the
terms in the Hamiltonians is bounded by 1;i.e., ||4; || < 1.Ifthe
norm of the Hamiltonians were bounded by J instead of 1, this
factor could be included in the definition of the temperature.

We assume that all graphs are connected, and that their
degree is uniformly bounded. That is, the number of edges
starting from a given point is smaller than some constant z. This
implies that 2|&,|/z < |V,| < |&,| + 1. Thus, we can equally
characterize the size of the system by the number of spins or
interactions, N = |V, | and |&,|, respectively. For convenience
we will denote |£, | by K and omit the index » in the following.

We also assume that there is a uniformly bounded lattice
growth constant. This means that there is a universal constant,
y, such that for any given e € £ and alll € Z™*

{Z C |7 connected, e € Z, |Z| = I}| < ¥". ®)

That is, the number of connected regions having / edges that
include a specific edge, e, grows at most exponentially with
1. In particular, this is the case if G, is a regular lattice in any
spatial dimension [20]. Thus, our treatment includes all those
cases.

We consider the Gibbs state corresponding to H given by
(1). We will construct a PEPO, g, of bond dimension D, that
is close to that state. In particular, for any ¢ > 0,

e P" — plly < elle P74, ©)

where ||x||, = [tr(xTx)?/?]'/7 stands for the Schatten p norm
(IIx]l = ||x]loo for the operator norm). We will be interested in
how D scales with N (or equivalently, with K) and ¢.

By aPEPO onagraph G = (£,V) we mean that the operator
0 admits the following form:

=2 ®X5(ef> ..... alely)” (10)

a:E—{1,...,D} veV

Here, Xg(e,, ).y, ) Are operators acting on the vertex v alone,
1500 &)

z(v) is the degree of v, and e7, ... ,eg(u) are the edges going

through v. This definition is the straightforward generalization

of PEPS [14] for operators [21,22]. One can readily see [2]

that this operator can be written as a tensor network on the

graph G, where the bond dimension is D.

III. CONSTRUCTION BASED ON A TROTTER
EXPANSION AND COMPRESSION

In this section we use a Trotter expansion combined with
a compression method to approximate the Gibbs state. The
intuition about why this expansion should give rise to a PEPO
description is the following (see also [23]). Let us assume that
the operators i, commute with each other. Then, the Gibbs
state (1) is proportional to a product of exponentials, each of

045138-2



APPROXIMATING GIBBS STATES OF LOCAL ...

them of the form e~#%<. One can easily show that each term
in that product creates a link in the PEPO [16]. The bond
dimension, Dy, is simply the maximum number of singular
values of h,, when decomposed in terms of the vertices it
connects, and thus it is independent of K and the temperature.
In the general case where the %, do not commute with each
other, we can still perform a Trotter expansion and approximate
p (up to a constant factor) by (tT o)™ where

K
v =[Je M. (1
i=l

The integer M has to be chosen such that the approximation
is good; i.e.,

e PH — ()M, < elle™PH |, (12)

for some ¢ > 0. Now, if we use the same argument we see that
each time we apply t, we create a bond between each pair of
vertices that are connected in the graph. That is, we multiply the
bond dimension by Dy. Thus, naively, the final bond dimension
will be D™, and since M has to grow polynomially with K, we
get a very bad bound. However, for large M each of the terms
in 7 is close to the identity operator. Thus, this operator creates
very little entanglement and it should be possible to compress
the information that is contained in the bond variables for any
pair of connected vertices, and therefore to decrease the bond
dimension. In fact, in the case of commuting Hamiltonians one
can reduce it to Dy, independent of M. This is, in fact, what
we do in this section: we first find M such that (12) holds, and
then we compress the bond to get a better scaling of the bond
dimension with K.

More specifically, we write e #h/2M =1 4 (¢ Phi/2M _
1), then, after collecting the K terms of v and 71 into one
product of 2K terms, we obtain

M 2K M 2K

oM =[][Te”™™ =T]]Ja+x). a3

j=1i=1 j=li=1

where &; denotes hgx+1—; if i < K, and h;_g otherwise, and
x; = e PhI2M _ 1 After expanding the product, this operator
takes the form

M 2K

o= > TI[1+"- (14)

reMly p j=1i=1

The sum runs over all M x 2K matrices with entries O or 1,
denoted by Mﬁ“ - From this sum we only keep those terms
in which any given x; appears at most L times in (14). In
Sec. III B we show that the resulting operator p is a good
approximation to (t't)¥ if L ~ log, K.

In Sec. IIIC we show then that the resulting operator
can be written as a PEPO, in the sense of (10), with bond
dimension M YD), The reason why this operator admits a
PEPO form can be understood as follows. First we identify
each particular term in the expansion of (7)™ with the
help of indices defined on the edges. This can be done
by specifying at every edge, i, the position where xgj_;
and/or xg; appear out of the M possibilities. Once a term
is identified, we proceed with the Schmidt decomposition of

that term in order to build the local operators X, ey
""" z(v)
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Let us notice that the latter only depends on the order in
which the operators X, Xets .oy Xey = appear in the given
term, where ey, ... e, are the edges starting from point
v. This order can be obtained locally from the edges that
surround v, which contain information about the x involved
in each of them. As a result of that, at every edge we have to
specify (Af )> &~ M?*L natural numbers. As M = poly(K) and
L = O(log, K), this gives a bond dimension K ¢1°%2 %) for the
approximating operator. Therefore, as N < 2K /z, we obtain
a bond dimension that scales like N ?(°22N),

A. Trotter expansion

We know that (7)™ [t as in Eq. (11)] tends to e ## if
M — oo. The question is how big M has to be chosen such
that we obtain a good approximation in one-norm. Although
the Trotter expansion has been extensively investigated in the
literature (see also [24]), we are interested in a bound on the
one-norm instead of the operator norm. Here we prove that
setting M = 3608%K? /¢ is enough for an error ¢ in one-norm.

We present the proof in two steps. First we show that
le H — (zTr)M||; is small compared to ||e~##||; as long as
7 — T2 is small compared to |72y where n = e #H/2M
Second, we show that || — t|l2p is small compared to
le=BH/2M ||,,. The key point is that both e ## and (¢'7) are
closeto (1 — BH/M)M . We state the first step as a proposition:

Proposition 1.1f ¢ < 1/3 and

£
I = Tl < 2 lnllan, (15)
then
I — M|y < 9elln™ ;. (16)

The proof combines the identity a” —b™ =Y, a'(a —
b)b™ '~ with the Holder inequality for matrices [25] and
it is presented in Appendix A. We state the second statement
(that 5 is close to 7) as a lemma.

Lemma 1.1f M > 368%K?/e and € < 1, then

€
I —tllom < M||7I||2M-

The main idea is that it is enough to prove the statement
for the operator norm, as || — t||2s is bounded by the Holder
inequality

I = tllaae = I~ "0 = Dllare < I~ Minllaselln — <,

and ||~ || is not too big as n is close to the identity operator.
In order to show that || — || is close to zero, by a simple
series expansion we obtain that ||n — 1+ BH/M]|| is small
and sois ||t — 1 + BH/M]||. The statement then follows from
the triangle inequality. The detailed proof is presented in
Appendix B.

Putting together Proposition 1 and Lemma 1, we obtain that
the Trotter approximation is e-close (in one-norm) if the trotter
steps are chosen to be M > 36082K?/¢.

B. Compression

We approximate now (7)™ by an operator § starting from
Eq. (14). This expansion can be pictured as follows. We can
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think of the resulting operator as a sum:

L [ [x ... [ x|
1 [ X
@M= Y |2 X .an
all fillings| - X
M| X X

where the table can be understood as follows. We begin to
read from the upper-left corner, from left to right, row by row.
Whenever we meet an X in the actual cell, we write down
the corresponding operator x; (according to the column), and
otherwise the identity operator. The value assigned to a given
table is then the product of those operators. We finally have to
sum up the resulting operators for all possible fillings of the
table.

The approximating operator p can be thought of in the same
way, just limiting the number of X’s in each of the columns.

L lx [ [ ... [ x|
1 X
p= Y 2 X . 3U8)
filling per X
column < L M X X

We want to prove that this is a good approximation: ||(zf7)M —
Al < elle ||, if the maximal number of X’s per column,
L, is chosen big enough. We will show that L = O(log, K) is
enough.

Let us first explain the main idea of the proof. Given a set
of columns Z C {1,2,...,K}, define S(Z) to be the sum of
all tables containing more than L X’s in all columns i € Z,
but with no restriction for the columns not belonging to Z.
Formally, let Q(Z) denote the set of these tables:

QT ={reMyxliel=> r;>L¢.
J

then S(Z) is the sum

M 2K

so= > TIT]=" (19)

1€Q(T) j=1 i=1

In any column that has no restriction, the sum can be
evaluated, giving back e~#"/?M in every row of that column.
By evaluating those sums we arrive at a sum containing only a
few terms. In these remaining terms still a large number of X’s
appear; therefore the norm of each such term is small. Thus
the one-norm of S(Z) can be bounded. We will express g with
the help of the sums S(Z) in order to be able to bound its norm.

We use this observation in order to upper bound the one-
norm of (tfr)™ — 5. That difference contains one or more
columns where there are more than L appearances of X. We
regroup the tables as follows. First, given a set of columns, Z,
we sum up all tables that have more than L appearances of X
in the columns i € Z, albeit at most L in all columns i ¢ Z.
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This set of tables is the following set:

TOH={reMyy|Y hj>Leiel
J

The sum of these tables will be called R(Z):

M 2K

RO = > TIT]=" (20)

AeT(T) j=1i=1

Note that the operator g is expressed by R(#), as g is the sum
of tables that in each column contain at most L X’s.
We can express the sum S(Z) with the help of R(Z):

STy =Y R, @1

J=21

because in any table in S(Z), the columns containing more
than L X’s form a set J 2 Z. Note that (tTt)¥ = S(@), as
(zTt)M contains all tables, with no restriction on the number
of X’s in any column.

The difference (z77)” — § is then

(oM — 5 = SW) — R®). (22)

To bound the norm of this difference, we need to express R()
with the help of the S(Z)’s; that is, we need the inverse relation
of Eq. (21). This inverse relation is given by the Mobius
inversion formula, which is used, for example, in the context
of the Kirkwood-Salzburg equations, for a cluster expansion
for the partition function [26,27]. The statement of the Mobius
inversion is the following.

Let A be a finite set, P(.A) the set of all its subsets, and V a
vector space. Given a function f : P(A) — V, we define the
following transformations:

f@:= > o, (23)
JA2J 2T
f@= > ). (24)
J:A2T 2T

Lemma 2. Mobius inversion:

~ v
o4 X

f=r=r

This lemma just expresses that the second transformation
is the inverse of the first one. The proof is presented in
Appendix C. We will use the lemma by setting 4 to be the
set of columns, and f = R. Thus, comparing the definitions
(21) and (23) we deduce that f = S. Applying the lemma we
obtain the desired relation

R@) =Y (-D7Is(),
T
and thus substituting back to Eq. (22)

@M -5 =S50 - Y _(-D"S@D); (25)
ya

therefore

@0~ 5 == DI (26)

T4
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The one-norm of the difference can be bounded by the triangle
inequality:

2K

2K
It =l < ) (m )I;r}?xm ISDh. @)

m=1

We obtained this form by counting the number of subsets Z of
the 2K columns that have |Z| = m. Now, we need to bound
the one-norm of S(Z). First of all, as noted before, we can sum
up over all indices possessing no restriction. That is, over all
Aij with i ¢ Z. For example, if 2 ¢ 7 then

L o] x [...[xk]
1 [[ x[e?m
so= Y |2 e | X , (28)
filling > L 6713,12
for column i € 7 M X e*ﬂhz X

where we have already summed up for all A, ;. Let u be such
a term in S(Z) in which each x; (i € 7) is appearing exactly
k; > L times. Formally,

M 2K

M=HH)’L;,

j=1i=1

Aij
Vi = X
Lj — _Bh.

e~ Bhi

Here A € M,;vz 7l is restricted to the columns i € Z, and the
above defined k; are given by the expression

M
k,' = Z )\i,j-
Jj=1

The one-norm of this term is bounded by the following lemma.
Lemma 3.1f M > 72/32K2, then

38\ kit thn
el < 3||e-“’||1(ﬁﬂ> :

This bound is the consequence of the fact that the x;’s,
whose norm is small, appear exactly k; + kp + - - - + k;,, times
in 1, while the rest of the operators, that is, e #", give almost
a Trotter approximation of e ##. The proof is presented in
Appendix D. Note that this bound depends only on the numbers
ki,kz, ... ky, while u is determined by the coefficients A; ;.
Therefore there are more terms p in which each x; appears
exactly k; times and thus have the same bound. The number
of such terms is given by

() (2)(e2) @

as at each column i € Z one has to choose k; rows out of the
total number of M rows to place the appearing x;’s. Thus the
one-norm of S(Z) is bounded by the following sum:

IS < DY 3lle” f”’nll"[( )( )k (30)

ki>L ky>L

with the notation

ifi e,
ifi ¢ 7.
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as S(Z) is the sum of those terms u in which each x; (i € 7)
appear k; > L times in Eq. (28). Therefore

. MY 38\ ]"
IS < 3lle ﬂ”nl[ ( )(—)} G
2 )(u

The sum in the parentheses can be upper bounded by

; (A:) (%ﬁ)k < e3ﬁ<3%,3)L

(see Lemma 5 in Appendix E) and thus

3 Lam
IS <3||e‘ﬂ”||1[e3ﬁ(%ﬁ) } : (32)

Substituting the obtained bound into Eq. (27) the following
holds for the error of the compression:

| 2K 2K 3 Lam
i)™ — 5l < 3lle 7, ; ( m )[ﬁ(%ﬂ) } '
(33)

Thus, after evaluating the sum, we obtain

36/3 LA2K
o™ — 5l < 3||e‘ﬂ”||1<[1 +e3ﬁ(7> ] - 1>.
(34)
As (1 +x/K)X < e* < 1+2x as long as x < 1, this yields
the bound
3 L
IT)™ — pll; < 12||eﬁ”||1Ke3ﬂ(%ﬁ> : (35)

Therefore, if 8 < blog, K, setting L = O(log, K /€) implies

IO — 5l < elle™|y; (36)

thus the error of the compression is bounded by € if L =
O(log, K /e) and M > 728°K>.

C. Coding as a PEPO

We show that the resulting operator g admits a PEPO form
as in Eq. (10):

15 = Z ®Xa(e) ..... (x(e( )" (37)

a:E—>{1,..., } veV
First, let us consider the Schmidt decomposition of the

operators x;.

i AV @AY, (38)

v=1

X = e PhIIM _ 1y —

with s being at most dqpm, where dgpi, is the dimension of
the Hilbert space describing the individual spins, and the edge
corresponding to column i is composed of the two particles
v and w. Note that there are two columns associated with a

Hamiltonian term /#;, K + 1 —i,and K +i.
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After this decomposition, we can think of g as the following
sum:

L > (x| x|
1 311 0 0
p= Y [ZIO]O0T5T0]
filling per E 0 3 O 4
column < L M 2 0 s 0

where the sum runs over all fillings that have at most L
cells different from O in every column. The table means
the following. We begin to read the table from left to right,
row-by-row. Whenever we meet a cell in column i containing
the number k we write down the operator A} ® A" as in
Eq. (38). Otherwise we write down the identity operator. The
value of the table is again the product of these operators.

Every term in the above sum is now a tensor product.
The local operator acting on particle v depends only on the
columns corresponding to the edges surrounding v. Indeed,
operators acting nontrivially on particle v occur only in these
columns.

Therefore, the index a(e) at edge e will specify a possible
filling of the two columns corresponding to e, and the operator
(e aey) will mean the product of the corresponding
Schmidt coefficients.

For a given edge «(e) can take

2
D= [Z (A:)sk} < LA(sM)** (40)

k<L

different values, as the positions of the nonzero elements and
their values are needed to be specified for the two columns
corresponding to edge e.

In Sec. Il we have shown that we should set M >
36082K?/e in order for the Trotter approximation to be
e-close to the Gibbs state. In Sec. III B we have seen that
one can choose L such that the compressed operator, g, is
e-close to the Trotter expansion. Therefore, by the triangle
inequality, for any given € that decreases at most polynomially
in the system size, one can approximate the Gibbs state with
error €, if the Trotter steps are taken to be poly(K) and the
compression, L, to be O(log, K). Thus, our method gives
a PEPO approximation with bond dimension K 900225 Ag
2K /z < N, this is a PEPO with bond dimension N?@og2M),
Writing out explicitly the dependence on the dimension of
the lattice we get N OUoe2 M+00od) Aq J « N this bound is
essentially D = N 9oz V),

In Sec. Il B we only have supposed that 8 < blog, K, or
equivalently, 8 < blog, N. If H is gapped and the density of
states for a fixed energy only grows as poly(X), then by setting
B = O(log, N), the ground state projector is approximated by
the Gibbs state with an error decreasing as poly(N). Therefore,
our method also gives an N ?1°2N) bond dimensional PEPO
approximation of the ground state projector, and thus an
NOWN) bond dimensional PEPS approximation for the
ground state [for any prescribed error € that decreases at most
as poly(N)] under the same condition.
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IV. poly(N) BOND DIMENSIONAL APPROXIMATION

In this section we show that with the help of the cluster
expansion technique [17] we can approximate the thermal
state by a PEPO with N® bond dimension. For that, we
just have to modify theorem 15 in [19] and introduce a more
efficient way of encoding the PEPO. That theorem says that
for B < B* (B* is a constant) the density operator can be well
approximated with the truncated cluster expansion, where only
clusters of size at most O(log, K) [equivalently, O(log, N)]
are included. By a clever choice of the coding of the PEPO, we
show that for that temperature one just needs a poly(N) bond
dimension, and then, as in [17], we extend the result to lower
(but finite) temperatures.

A. Cluster expansion

Before restating theorem 15 in [19] we need to introduce
some notation. Let £* = U2 & k that is, a word w from
&* denotes a sequence of edges: w = (wjwy - - - wy). Let hy,
denote the product of the Hamiltonian terms corresponding to
those edges, hy = hy, hy, - - hy,, and let supp(w) be the set
of all edges occurring in w.

Every word’s support is a set Z € £. One can break it
into connected components: 7 = U;Z; where the Z;’s are
connected, and different components do not contain common
points. These connected components are also called clusters.
Then, let W, C £* be the set of all words whose support
contains only connected components of size at most L. §* will
denote a constant such that y e~V (" — 1) < 1 (recall that
z is the maximal degree of the graph and y is the lattice growth
constant 8), and

_R)lwl
p= Y SO, 1)

|w]|!
U)GWL
Theorem 15 in [19] contains the following statement:
Theorem 1.1f B < B*, then
L
) - 1} 42)
1—x
withx = ye® DBf — 1) < 1.
Similarly to Egs. (A38)—(A39) in [19] one can show that
the operator § admits the following form:

p= Y [lra, (43)

IeCy,
I=uT;

e PH — gl < lle P2, [exp <1<

where C; means the subsets of edges 7 that does not contain a
connected component of size bigger than L, and the connected
components of Z are Z;s. The operators f(Z;) act locally on
Z; and are defined as

y _ gyl
o= ¥ S (44)

wel*

supp(w)=T

We show in Appendix F that f(Z) is the Mobius transform
of f(I)=e PHD, with H(T) =Y, ; h.. This observation
makes it easier to show that g admits the form (43).
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B. Coding

We show in this subsection that the truncated cluster
expansion g (43) can be written as a PEPO [cf. Eq. (10)].
This operator has a very special form. It is a sum of products
of local operators, such that the operator acting on a vertex v
only depends on the cluster in which v is contained. Therefore,
coding g as a PEPO will be carried out in two steps. First, we
enumerate all subsets of edges Z € C;, with the help of an
index oy : £ — {1,2,...,B;}. This indexing will be such that
for any given vertex v € V the surrounding edges encode the
information in which cluster v is located. Once the cluster
7Z; > v is identified, the operator f (Z;) is written as a PEPO
with the help of an index o, : £ — {1,2,...,B,}. The index
« used at the description of the PEPO is then the composition
of «; and «, taking B; B, different values.

a. ldentifying the clusters. Let the different values of «;(e)
enumerate all clusters containing e and of size at most L.
For a given cluster size /, there are at most 7/1 clusters
containing e [see Eq. (8)]; therefore there are at most Ly*
such clusters. As L = O(log, K), this means that «; takes at
most B < poly(K) different values. Let us now examine how
this indexing is related to the original goal: to enumerate all
subsets of edges Z € C;. For any given subset Z € C;, one
can find the corresponding values [« (e)].cs. However, given
an indexing, o, it might not correspond to such a subset
of edges. The reason is the following. Given an indexing
[o1(€)]ece, each index means a cluster Z,.. The subset Z € C;,
corresponding to this «; is U,Z,, if for any two edges e and
f either Z, = Iy, or the two clusters Z, and Z; do not have
common point. Therefore the indexing does not correspond to
a subset 7 € C;, if and only if there are two edges e and f
such that ;(e) and o1 ( f) denote two different but overlapping
clusters. Let us join e and f with a path of edges going in
the union of the two clusters Z, and Z;. Along that path
there is a contradiction locally; otherwise, e and f cannot
specify contradictory information (see Fig. 1). Therefore, if
an indexing o; does not correspond to a subset of edges, then
there is a point v € V where it can be detected.

_________________________

] 1
| 1
! 1
1 1
! 1
1 1
1 1
L !

1

1

1

1

1

1

FIG. 1. Two clusters specified by the thick edges. The information
contained in those edges becomes contradictory as the clusters
overlap. However, the contradiction appears locally somewhere along
the dashed line. Thus, our coding will give the O operator for this
configuration.
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b. Coding the local operators. Any operator defined on at
most L particles can be written as a PEPO with bond dimension
dsszm, where dgpi, is the dimension of the Hilbert space of the
particles. For example, an expansion in a product basis of
the operators supported on L particles can be viewed as a
PEPO. As f (Z;) 1s such a local operator with L = O(log, K),
this coding requires an index o, with B, = poly(K) different
values. The local operators used for this construction will be
Yorien)anternEi)-

With the help of the index o = (¢j,a;) the op-
erators  X{ v ael,) Are constructed as follows. If
aj(e]),ai(ey), ... ,al(e;’(v)) both specify the same cluster Z;
(or some of them the empty cluster, if compatible with Z;),
then let

...........

(el aely) be 1, otherwise let Xj.) (el be 0. By
construction, the contraction of these tensors really gives p.
As the index used at the coding, @ = («,o), can only take
B B, = poly(K) different values, the above coding is a PEPO
with poly(K) [equivalently poly(/N)] bond dimension. Thus,
for any B < B*, we gave an efficient PEPO description of
the Gibbs state. Moreover, Theorem 1 holds for 8’ = 8/2M
instead of g if the trace norm is replaced by || - |25 without
any essential modification. Therefore, by taking M such that
B’ < B*, that is, M = O(p), this result can be extended to
lower (but finite) temperatures as well (see Proposition 1).
However, after this step, the approximating operator will be a
PEPO exponentiated M times. Therefore the bond dimension
required for the PEPO description of the Gibbs state at arbitrary
temperature is N, Writing out the dependence on the
physical dimension one gets D = NO¥dlod) a5 g*  1/d.

V. SUMMARY AND OUTLOOK

We have analyzed the ability of tensor networks to describe
thermal (Gibbs) equilibrium states of lattice Hamiltonians
with local interactions. First, using a Trotter expansion and a
compression method, we have shown that it is possible to ap-
proximate that state with a PEPO whose bond dimension scales
as NOUW&N) where N is the system size (number of vertices
in the lattice). This result is valid for any finite temperature
and spatial dimension. It also holds true at zero temperature as
long as the Hamiltonian is gapped and the density of states for
any energy interval only grows polynomially with the system
size. Second, building on Hastings’ construction [17], we have
shown that it is possible to find a PEPO with a poly(N) bond
dimension at any finite temperature and spatial dimension.
Even though the second construction gives better results than
the first one at finite temperature, the first construction has
the advantage that it is more natural. Indeed, it generalizes the
commuting case, in which case one can easily construct an
exact PEPO expression for the Gibbs state.

There are some straightforward implications of the results
derived here. First, even though we have concentrated on
PEPOs, it is trivial to express our results in terms of (pure)
PEPS. At finite temperature, we can just consider the PEPO
corresponding to half the temperature, and apply it to locally
maximally entangled states in order to obtain a purification in
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terms of a PEPS with a polynomially growing bond dimension
[21]. At zero temperature, we can simply apply the constructed
PEPO to a random product state in order to show that there
exists a PEPS with D = N2&N) Second, for translationally
invariant problems in regular lattices, our construction may
break translational invariance (as we select some order of the
bonds). But it is always possible [4] to make a PEPO (or
PEPS) translationally invariant with an increase of the bond
dimension by just a factor of N. Third, even though we have
considered Hamiltonians interacting along the edges in the
graph, our construction can be easily extended to the case in
which the local Hamiltonians act on plaquettes. The idea is that
at the Trotter decomposition we have made no assumption on
the support of the individual Hamiltonian terms, whereas at the
coding procedure, we still need to keep information contained
in a constant number of columns: in an edge e = (v,w), we can
keep the information contained in the columns corresponding
to Hamiltonian terms that act nontrivially on either v or w.
In such a coding the same piece of information is specified
in more than one edge, but their consistency can be checked
locally, at the vertices. The cluster expansion technique can be
applied with no essential modification as the number of terms
acting on the boundary of a cluster can still be upper bounded
by a constant times the size of the cluster, and the number of
clusters containing [ terms is still bounded by y/, where y is a
lattice growth constant [20]. Finally, our construction can also
be straightforwardly extended to fermions with the result that
we just have to use fermionic PEPS [28].
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APPENDIX A: PROOF OF PROPOSITION 1

Here we present the proof of Proposition 1. The proof
consists of two steps. First, by the positivity of 1, we show
thatif e < 1/3 and

&
ln—zllam < MH’IHzM’ (A1)
then
In* — tilla < 3eln?lly,- (A2)

Using the identity a> — b* = a(a — b) + (a — b)b and the
triangle inequality we obtain

In* — it = In( — Ol + I — )Tl (A3)

thus using the Holder inequality and that || X [l24 = || X [l2a,
we conclude that

I7* =zl < Amllam + Iellam)lln — Tlam. (A4
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ln — tll2p is bounded by the assumptions of the statement,
and so is ||t ||,y by the triangle inequality. Therefore

& &
In? —ztiiin < (2+ M)Mnnn%M- (A5)
1 is positive; thus [|n]13,, = [In*|lm. If & < 1, then
&
In? —ztilln < 3M||n2||M. (A6)

This completes the proof of the first step.
Second, we prove that if Eq. (A6) holds, then

7™M — )Ml < 9elln™ ;.

The proof is basically the same as that of the first step. Using
the identity a™ — b™ = ", a'(a — b)p"~'~! and the triangle
inequality we obtain

M-1
I = TOM < Y I 0 — ToETOY T L (A7)
i=0
Hence by Holder’s inequality the difference is upper bounded
by

M-1

S lin? = Ol DM

—i-n
i=0

(A8)

For X positive semidefinite, and any real number r, X" > 0,
and thus by the definition of the Schatten norms

IX Nty = 11X Wy (A9)

Applying (A9) to n and 7't in (A8), the inequality takes the
following form:
M—1
I = @M < Pl n® = Tzl iy "

i=

(A10)

7> — T3 is bounded by Eq. (A6). Hence, by the triangle
inequality, ||tz ||, is bounded as well,

f 2 2_ i 3¢\, 2
Fe' el < e + 1™ = whellar < { T4 20 il
As 14+ 3¢/M > 1, we can upper bound the sum by taking
(1 +3&/M)M as common factor in every term,

e 3¢\ M
||n2M—<rTr>M||1<MM<1+ﬁ) In*l3. (A1)

Since (1 4+ 3s/M)M < ¥ < 3, if € < 1/3, the statement of
the proposition follows:

o™ — (T OM |1y < 9elln? 1) (A12)

APPENDIX B: PROOF OF LEMMA 1

Here we present the proof of Lemma 1, and derive how
big the number of Trotter steps should be chosen for a good
approximation of the Gibbs state. The proof relies on the fact
that if M is big enough, then both 1 and 7 are close to 1 —
BH/2M.
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By the use of Holder’s inequality we obtain

7 = tlam = lln~"n0r = Ol < lnllaalln™ llln = <.

The norm of 57!

M > BK/2:

can be upper bounded by a constant if

=t < PKPM L 3, (B1)

The norm of n — t will be bounded with the help of the triangle
inequality, by adding and subtracting 1 — BH /2M:

H H
||77—T||<”n—Tl—i-g—M’—i-Hr—ﬂ+§—M”. B2)

We will use the following bound on the Taylor expansion of
the exponential function to upper bound these expressions.
Lemma 4. The following two bounds hold:

lle* —1d|| < Alle!T,

A
et —1d — Af < 1410 i
2

A 1
Proof. e/ = Zn - thus

k 00
A" A"
A —_ -
D Dl Bl B
n=0 n=k+1

Therefore the norm of the difference can be upper bounded by
the triangle inequality

o0
1Al"
<2 s

n=k+1

k n

A
-y

n=0

IA]*+! i lIAll”

(i 2t BY

since (n+k+ 1)! >
desired inequality

nl(k + 1)!. Summing up we have the

k
APy

Sk B

I

n=0 n:

The statements correspond to the particular cases k = 0,1.

Due to the previous lemma, we can bound the first part of
the right-hand side of Eq. (B2):

BH

H 2K?
e 14 g_MH < PR k£ (g

8M? 2M

If M > B?’K?/e and M >
3/8 < 1/2.

The second part of the right-hand side of Eq. (B2) can be
written as

ZK, because then e?X/2M < 3 and

BH _ oy BH
t—]l—i—m—l?[[ﬂ—}—x,] 1+ 5.5 (B7)

where x; is as in Eq. (14). Let us expand the product. The
zeroth term cancels out, whereas the first-order term is

Yt ot
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The norm of the sum of the kth-order terms can be upper

bounded by
k k
BN oi) < (22K
kJ\2M 2M
if M > B/2, because there are ( ) kth-order terms, and the
norm of |lx; || can be bounded by Lemma 4.

lxill < 57—e2v.

2M

Therefore, after expanding the product in Eq. (B7), we obtain
that

AT

k
Z + Z(%) (BS)
=2

The first term can be again bounded by Lemma 4 as x; +

Bhi/2M = e=PH2M T 4+ B 2 M:
Bhi B> s _ Kp?
'in | S Xup S B9

sinceif M > B/2,thene # < 4. The second term can be upper
bounded by

= (3KB\C (3KB\ 1 SK2p?
> 2) = (252 <BE @m0
2M 2M ) 1 — 3X8 M2
k=2 oM
since if M > 3Kp, then - w < 2, and 9/2 < 5. Finally,

K > 1 and thus the sum of the bounds obtained in Egs. (B9)
and (B10) can be upper bounded by
BH 6K2p? e

—14+—< < =\ Bl1
AT AR

it M > 12K2p%1.
Putting together the two bounds in Egs. (B6) and (B11), we
obtain that

ln—zll < — (B12)

M

if M > 12K?B?/e. Therefore, the statement follows: if

M > 36K?p?/e, then

€
—lnll2m- (B13)

Iln—Tllam < [

APPENDIX C: PROOF OF THE MOBIUS INVERSION

Here we prove Lemma 2. The first part of the statement is
that f = f. Let us define f'() as

£(@ = DI ).

J2T

(ChH

~

Then, the statement is that f'(Z) = f(Z). Let us express f

with the help of f as in Eq. (23):

F@ = DTN K. (€2)
J21 K2J
By changing the order of the sums we obtain
F@=) e Y (DL (C3)

K2T JK2TJ2T
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We evaluate now the second sum. Suppose first K # Z; then
Z (_1)IJ\II — Z (_I)IJ’I =(1— 1)UC\I\ =0.
J:K2J2T J'SK\T
Otherwise, if K = Z, then the sum is 1. Substituting this back
in the expression of f'(Z), we get
F@O=3 K > V= r@. (4
K21 JK272T

This proves the first part of the statement. The second part,
f = f, works similarly. Let us define now f” as follows:

f'@=Y . (C5)
JET
Thus, we have to prove that f” = f. Substituting back the
expression for f [as in Eq. (24)] in this equation, we obtain
1@ =Y (=DM K. (C6)
JEIKST
By changing the order of the two sums we obtain
Fr@=> ) > (DI (C7)
Kz JKSICIT

The second sum is again 8¢ 7, and thus

'@ = f@. (C8)

APPENDIX D: PROOF OF LEMMA 3

Here we present the proof of Lemma 3. In p two types of
terms occur. First, if i refers to a column that has been summed
up (i ¢ T), then in every row of that column the term e A"
appears. Second, if i € Z, then the sum on that column has not
been evaluated; therefore the corresponding term in row j is

hij
x;"’. We now separate these terms:

W= ﬁ l_[ y;\"j l—[ e~ Phi/2M

(DD
j=lieT ie{l.2K}
where we have introduced
Vi = He—ﬁﬁ,/zMxi Heﬂﬁj/ZMeﬂfz;/ZM. (D2)

Jj<i j<i
The norm of y; can be bounded by the norm of x; as follows:

BK/M (D3)

lyill < llxille

because ||e P1i/2M|| < 1 and ||ePhi/M || < eP/2M and there are
at most 2K such terms in y;. Thus, by applying Lemma 4 to
X;, we obtain

s o B ppom oo o 3B
oM oM

since ePCKFD2M 3 if M > 28K > B(K + 1/2). We now
apply Holder’s inequality to Eq. (D1) in order to bound ||u||;:

lyill < llxille (D4)

M

1—[ o—Bhi/2M

lpelly < Tttt
i ie{l.2K}

M
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The last expression on the right-hand side is (1) from the
Trotter expansion formula. By the use of another Holder’s
inequality

T 2
IT' el < lITllizy-

Using the triangle inequality and Lemma 1 with the choice
€ = 1/2, we obtain that

1 -
ITllom < <1 + W)Ile PHEM |15

if M > 728%2K?; therefore

, L\
el < ]‘[||y,-||’<f<1+m> le” M55 (D6)

(D5)

Using the bound (D4) on |y;|l, and the fact that (1 +
1/2M)* < e < 3, we obtain the statement of the lemma,

3B kit B
el < 3(—) e P51, (D7)

M

APPENDIX E: LEMMA ON THE SUM
OF BINOMIAL COEFFICIENTS

We need the following lemma to upper bound a sum of
binomial coefficients in Eq. (31):
Lemma 5. Zk>L(Ak4)xk < My ()L,
Proof. First, as (Ak4) < M*/k!, we have
MY 1 k
Z(k)x < ZE(M)C). (E1)
k>L k=L
We then use (L +n)! > n!L!and sumupovern =k — L.
M 1
> < —(Mx)leMr, (E2)
k L!
k>L

Finally, by Stirling’s formula, we have the desired result:

L
3 <M>xk < eMX(EMx> . (E3)
k L
k>L

APPENDIX F: ON THE CLUSTER EXPANSION

In this appendix we show how to use the Mobius inversion
to reproduce the cluster expansion. In particular, we show that

—BHlwl
s o )

lw|!

g@) =

weT*

supp(w)=T
is the (inverse) Mobius transform [29] of
f(T)=ePHD, (F2)
Let us consider the Mobius transform of g:

_ pnhlw]
0= en=Y %hw. (F3)

JET JET  weg*
supp(w)=J
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This means that in ¢ we have to sum up for all words in Z*.
Indeed, in the sum every word is counted exactly once as we
sum up all possible supports. This implies that

@) =eP1D = f(T), (F4)

and therefore by the Mdbius inversion formula g = £.

We now show that obtaining the form Eq. (43) of p is
much easier with these tools. The proof follows from the
multiplicativity of f:if Z and 7 are nonoverlapping clusters,

then f(ZUJ) = f(D) (). Indeed,
faupn = 3 (1) \Klgpre, (F5)

K<zug
where we have used the multiplicativity of the exponential. K
can be broken into two parts: Kz = KNZand L7 =K N JT.
Then both the —1 factor and the exponential factorizes as

PHYSICAL REVIEW B 91, 045138 (2015)

follows:

f@ug) = Z (= D)DKzl )\T\Kg| g=BHKr) p=BH(Kg)
Kzt
Kgeg

(Fo6)
and this sum is nothing but f(Z) (7). This implies that the
Gibbs state admits the following form:

p=>. [l Ja. (F7)

Icé i:Z; are the

clusters in 7
and thus the approximation g is nothing but

p= Y Tli@ (F8)

IeCy i
I=WI;

as in Eq. (43).
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