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Ab initio studies of Cs on GaAs (100) and (110) surfaces
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GaAs with an atomic monolayer of Cs is one of the best known photoemissive materials. The results of density
functional theory calculations of Cs adsorption on the GaAs(100)-(4 × 2) gallium-terminated reconstructed
surface and the GaAs(110) surface are presented in this work. Coverage of up to 4 Cs atoms/nm2 on GaAs
surfaces has been studied to predict the work-function reduction and adsorption energies accurately. The high
mobility of Cs atoms on the (110) surface allows formation of ordered structures, whereas the low mobility of
Cs of the (100) surface causes amorphous growth.
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I. INTRODUCTION

GaAs activated using Cs is an excellent photoemitter
and has found numerous applications as a source of both
spin-polarized [1] and nonpolarized electrons in photoinjectors
[2] and as an infrared light sensor in image intensifiers [3].
An ideal photoemitter should have a high quantum efficiency
(QE), low mean transverse energy (MTE) of the emitted
electrons, a short response time, good lifetime, and low
sensitivity to nonideal vacuum conditions. Despite its very
stringent requirements on vacuum, GaAs activated using Cs
remains an excellent photoemitter due to its high QE in
visible and near-infrared light and the low MTE of emitted
electrons [4].

The process of photoemission from activated GaAs has
been best explained using Monte Carlo electron transport
simulations within the framework of Spicer’s three-step
photoemission model [5]. This model divides the process of
photoemission into three steps: (i) the excitation of electrons by
photon absorption, (ii) the transport of excited electrons to the
surface, and (iii) the emission of electrons reaching the surface
into vacuum. While the steps of excitation and transport are
well understood, the emission of electrons into vacuum uses
several ad hoc assumptions to explain experimental results [5].

Assuming conservation of transverse momentum at the
surface due to translational invariance and the small electron
effective mass in the � valley of the first conduction band
in GaAs, the emitted electrons should exhibit very low
MTE of less than 5 meV [5,6]. However, even for the best
quality GaAs(100) surfaces grown using molecular beam
epitaxy, experimental observations indicate MTE values of
25–100 meV [7]. The larger MTE values have been explained
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by introducing an ad hoc scattering at the surface due to
the nonconservation of transverse momentum. The cause of
this scattering has not been understood. Understanding the
structure of the Cs layer is important to identify the surface
scattering mechanism responsible for the increased MTE.

Photoemission from GaAs can be obtained by depositing
only 0.5–1 monolayer (ML) of Cs on the surface. Different
authors define a monolayer of Cs differently, and hence
to avoid confusion we do not use the monolayer notation
and instead use the surface density of Cs atoms/nm2, with
the typical 1 ML thought to roughly correspond to 4–8 Cs
atoms/nm2.

The adsorption of Cs on GaAs has been studied for decades.
Numerous surface studies of Cs on the (100) and (110) surfaces
of GaAs have been performed using Auger spectroscopy, low-
energy electron diffraction (LEED), and scanning tunneling
microscopy (STM). The two surfaces show very different Cs
adsorption characteristics. Cs adsorbs on the (110) surface
to form one-dimensional (1D) structures at low coverages. At
higher coverages greater than 2.2 Cs atoms/nm2 the lines form
two-dimensional (2D) polygons which merge to form a (4 × 4)
structure. This structure has been observed by LEED [8,9] and
STM [10,11]. Formation of such structures is evidence that the
Cs atoms are mobile on the GaAs(110) surface. On the other
hand, both LEED and STM studies confirm the formation
of an amorphous layer [12–14] on the (100) surface and no
ordered 1D or 2D structures of Cs atoms are observed. Various
experimental studies have characterized the Cs activation of
the (100) and (110) surfaces by measuring the photoemission
current, work-function reduction, strength of the Auger Cs
signal, and Cs adsorption energies as a function of Cs dosage
[8,9,12–19]. However, a complete theoretical understanding
of these characteristics and differences is still lacking.

Density functional theory (DFT) has proven helpful in the
study of the work function of various materials [20–24]. DFT
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correctly predicts that the adsorption of Cs on transition metal
surfaces lowers the work function through the formation of a
surface dipole [21]. DFT calculations for isolated Cs atoms
adsorbed on As- and Ga-terminated GaAs(100) surfaces have
shown that Cs is preferentially located surrounded by As
[23,24]. However, only low Cs coverages (<1 atom/nm2) and
not all possible adsorption sites were considered.

In this paper, we report DFT calculations for Cs adsorbed
on the Ga-terminated (100) and the (110) surfaces of GaAs for
Cs surface densities of up to 4 atoms/nm2. For low Cs surface
densities (<1 atom/nm2), we compute the diffusion activation
energy for Cs atoms to move on the GaAs surface, allowing us
to compare the mobility of Cs atoms on the (110) and the (100)
surfaces. The low mobility on the (100) surface can explain the
formation of the amorphous Cs layer, while the higher mobility
on the (110) surface is consistent with the experimentally
observed formation of the ordered (4 × 4) epitaxial layer. For
higher Cs coverages, we show that the preferred adsorption
sites of the Cs atoms change with the surface density of Cs
atoms and find that the resulting work-function reduction and
the adsorption energies agree well with experimental data.
Our study of Cs adsorption on GaAs surfaces demonstrates
the feasibility of using computational approaches to discover
new photoemissive surfaces and structures.

II. SIMULATION METHODS AND DETAILS

A. Computational methods

All calculations are performed using the plane-wave DFT
code VASP, which utilizes the projector-augmented wave
(PAW) method [25–27]. Throughout this work, the general-
ized gradient approximation (GGA) with the Perdew-Burke-
Ernzerhof (PBE) parametrization is used [28]. The PAW
potentials described for Ga and As assume a [Ar] core and for
Cs a [Kr] 4d10 core, resulting in 3, 5, and 9 valence electrons,
respectively. A plane-wave cutoff energy of 400 eV and a
4 × 4 × 1 k-point mesh ensure a convergence of the energy to
2 meV/atom. The structures are relaxed until the forces are
below 0.01 eV/Å.

B. Surface structures

The calculations for both the gallium-terminated
GaAs(100)-(4 × 2) surface and the GaAs(110) surface were
performed using a slab geometry with a vacuum layer of 25 Å,
which was found to be sufficient to make interactions between
the slabs negligible. The number of atomic layers in both slabs
was chosen sufficiently large to converge the surface energy to

1.3 meV/Å
2
. The work function for each surface is determined

by the difference between the highest occupied band of the
surface slab and the electrostatic potential in the vacuum. The
vacuum potential is taken as the average electrostatic potential
halfway between the periodic slabs. To accurately describe the
electrostatic potential in the vacuum region, a dipole correction
is added along the direction perpendicular to the slabs.

Figures 1(a) and 1(b) show the slab for the GaAs(100)-(4 ×
2) surface consisting of nineteen atomic layers and containing
140 atoms. The size of the cell was 7.995 Å × 15.990 Å ×
50.440 Å. The (4 × 2) surface reconstruction of the Ga-
terminated (100) surface exhibits a dimer reconstruction [23].
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FIG. 1. (Color online) (a) Top and (b) side view of the relaxed
Ga-terminated GaAs(100)-(4 × 2) surface slab. (c) Top and (d) side
view of the relaxed GaAs(110) surface. Both cells have a vacuum
spacing of 25 Å, which sufficiently reduces interactions between
the slabs. The Ga atoms are shown in red and the As atoms are
shown in blue. For the (100) surface the x, y, and z axes indicate the
[011], [01̄1], and [100] directions, respectively. For the (110) surface
the x, y, and z axes indicate the [001̄], [1̄10], and [110] directions,
respectively.

After relaxation our calculations reproduced the previously
computed structural parameters to an accuracy of 1% [23].
It is important to note that in this work we use the GaAs
reconstruction on both sides of the slab and do not use
hydrogen termination on one side, as done in previous works
[23,29]. During relaxation, atoms in the four outermost layers
were allowed to move and the remaining atoms were kept
fixed.

Figures 1(c) and 1(d) illustrate the computational cell for the
GaAs(110) slab consisting of 11 atomic layers and containing
156 atoms. The size of the cell was 7.995 Å × 16.961 Å ×
48.986 Å. The GaAs(110) surface is stable and does not show
any reconstruction. Nevertheless, the surface As atoms relax
outwards, to a position slightly above the surface Ga atoms
[30]. Our DFT calculations reproduce the same behavior.
During relaxation the atoms in the two outermost layers were
allowed to move and the remaining atoms were fixed to the
bulk position.

To estimate the mobility of Cs atoms on GaAs surface, we
calculate the energy barrier for surface diffusion. The energy
barriers for pathways connecting the lowest-energy adsorption
sites are calculated using the nudged elastic band method
[31,32], allowing the atomic positions of the top two layers
of the slab to relax.

C. Cs adsorption calculations

We study several configurations for five different surface
densities of Cs atoms, corresponding to 1–5 Cs atoms on the
simulation cell surface. Cs atoms are placed at random x and
y positions and at a z position 3.2 Å away from the outermost
surface atom with a minimum allowed Cs-Cs distance of 4.0 Å.
The Cs atoms along with the outermost four layers for the
(100) surface and two layers for the (110) surface of the GaAs
slabs were allowed to relax. This is repeated several times
for each density of Cs atoms to obtain a statistical sampling.
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To reduce the computational cost of generating the relaxed
configurations, different Cs configurations are placed on the
top and bottom surface of the slabs, doubling the number of
relaxed configurations. The number of relaxed configurations,
n, is 20 for 1–5 Cs atoms on the (110) surface. For the (100)
surface, the number of configurations is 20 for one to three
Cs atoms, 18 for the four-Cs-atoms case, and 12 for five Cs
atoms.

The energy for each relaxed Cs configuration is obtained
by separate calculations where Cs atoms are only adsorbed
on one surface. The total adsorption energy of N number of
Cs atoms per surface per simulation cell is given by �EN =
(Eslab + NECs) − Eslab+Cs, where Eslab is the energy of the
relaxed GaAs slab without any Cs atoms, ECs is the energy of
a free Cs atom in vacuum, N is the number of adsorbed Cs
atoms, and Eslab+Cs is the energy of the slab with the relaxed
Cs atoms on one surface.

Thermodynamic averages at room temperature for observ-
ables QN , as a function of the number of Cs atoms, such as
the adsorption energy, Cs atom position distribution, or work
function, are estimated assuming classical thermodynamics
using

〈QN 〉 =
∑n

i=1 Qi
N exp

(−�Ei
N

kBT

)
∑n

i=1 exp
(−�Ei

N

kBT

) , (1)

where kB is the Boltzmann constant, T = 293 K corresponds
to room temperature, and the superscript i denotes the
ith configuration. The thermodynamically weighted standard
deviation σQ is given by

σQN
=

√
〈(QN − 〈QN 〉)2〉. (2)

The chemical potential of Cs is defined as the energy released
by adding a Cs atom to the surface and is estimated from the
average adsorption energies by μCs = 〈�EN 〉 − 〈�EN−1〉.
The work function is defined as the energy difference
〈W 〉 = 〈Evac − Efermi〉 between the energy of the electrostatic
potential in the vacuum region Evac and the energy of the
highest occupied orbital in the slab Efermi [20–22].

The position distribution of Cs atoms on the surface is
calculated using a Gaussian smearing. For the purpose of
visualization in Fig. 3, the (x,y) coordinates of the Cs atoms
are convolved with a truncated 2D Gaussian function of width
σ = 1.75 Å (1/

√
2 times the covalent bonding radius of Cs)

and a truncation radius equal to σ . The position distributions
are averaged following Eq. (1).

III. RESULTS AND DISCUSSION

A. Mobility of Cs at low coverages

Figure 2 shows the low-energy equilibrium positions of
a single Cs atom on the (110) and (100) surfaces of GaAs
and the minimum-energy path for Cs diffusing between the
equilibrium positions. For the (100) surface the most stable
position, labeled as I , has an adsorption energy of 2.55 eV
and lies in a trench away from the dimer reconstruction.
Figures 2(a) and 2(b) illustrate the minimum-energy paths
for diffusion along the trench ([011] direction) and to cross
over the dimer reconstruction ([011̄] direction) on GaAs(100),
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FIG. 2. (Color online) The energy barrier for the diffusion of Cs,
(a) along the trench ([011] direction) on GaAs(100), (b) across the
dimer ([011̄] direction) on GaAs(100), (c) between two adjacent
X sites along the [001̄] direction on GaAs(110), and (d) between
two adjacent X sites along the perpendicular [11̄0] direction on
GaAs(110). Ga atoms are shown in red and As atoms in blue. The
initial position of the diffusing Cs atom is shown as a yellow sphere,
and subsequent images along the minimum-energy path of the Cs
atom are shown as circles, with the darkest circle denoting the final
position.

proceeding through a metastable minimum, labeled L1. In
order to move along the trench (in the [011] direction), the Cs
atom follows the path I − L1 − I with a low-energy barrier
of only 0.28 eV. The crossing over the dimer reconstruction
proceeds through the saddle point labeled T 3 with a resulting
energy barrier of ET 3 − EI = 0.96 eV.

For the (110) surface the most stable position, labeled as
X, has an adsorption energy of 1.71 eV. Figures 2(c) and 2(d)
illustrate the minimum-energy paths between neighboring X

positions. The energy barrier for the Cs atom to move along
the [001̄] direction is 0.15 eV, while the barrier to move in the
perpendicular direction ([11̄0]) is 0.35 eV. The energy barriers
are denoted as L and W , respectively. The sizable difference
in the energy barrier for diffusion along the trench and across
the dimer reconstruction demonstrates that the diffusion of
Cs on GaAs(110) is anisotropic, which might be responsible
for the experimentally observed formation of 1D structure as
discussed below.

The jump frequency � for the surface diffusion of an
isolated Cs atom between adjacent equilibrium positions
follows an Arrhenius behavior,

� = ν exp

(
−�Ea

kBT

)
, (3)

where the prefactor of the jump frequency is approximated as
ν ≈ 1013 Hz for a GaAs surface [15] and �Ea is the barrier
the Cs atom needs to overcome during the jump.

At room temperature, for the (110) surface the barriers
of �Ea = 0.15 eV along the [001̄] direction and of �Ea =
0.35 eV along the perpendicular [11̄0] direction result in jump
frequencies of � = 3 × 1010 Hz and 1 × 107 Hz, respectively.
This corresponds to an isolated Cs atom diffusing a root-
mean-square (rms) distance of ≈100 μm and ≈2.5 μm per
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FIG. 3. (Color online) Top view of the Cs position distributions
on the (100) surface for Cs surface densities of (a) 0.78, (b) 2.35,
and (c) 3.91 atoms/nm2, respectively. Top view of Cs position
distributions on the (110) surface for Cs densities of (d) 0.74, (b)
2.21, and 3.69 atoms/nm2, respectively. The Cs position distributions
are overlaid on the surface atoms of the GaAs slabs. The blue circles
represent the As atoms and the red circles the Ga atoms. The intensity
of the position distribution is indicated by the color bar. The position
distributions on the (100) and (110) surfaces are normalized to the
maximum of the distribution on that surface over all the Cs densities.

second along the two perpendicular directions, respectively.
The 40-times-larger rms displacement of Cs along the [001̄]
direction compared to the [11̄0] direction is likely the reason
Cs atoms arrange into 1D line structures at very low Cs surface
densities and 2D structures at higher Cs densities, as observed
experimentally in STM studies [10,11].

In contrast, on the (100) surface, at room temperature,
the large energy barrier of �Ea = 0.96 eV along the [011̄]
direction to cross the dimer reconstruction results in � =
5 × 10−4 Hz, making the Cs atom practically immobile in
this direction. The barrier along the trench ([011] direction)
is lower with �Ea = 0.28 eV, resulting in � = 2 × 108 Hz.
The Cs atom can be mobile in this direction and can form
1D chains. However, cluttering of Cs atoms on the (100)
results in a severely modified surface potential, as seen from
Figs. 3(a)–3(c). This may cause the Cs to become immobile
in both directions, resulting in the amorphous growth of Cs on
the surface as observed experimentally [13].

It is interesting to note that at temperature of 77 K � = 1 ×
10−10 Hz for �Ea = 0.35 eV, making the Cs atom immobile on
the (110) surface too. Thus at low temperatures, an amorphous
growth of Cs layer might happen on the (110) surface too.

B. Cs position distribution

Figure 3 shows the Cs position distributions as a function of
Cs surface densities for the (100) and (110) surfaces. The Cs
surface distribution on the (100) surface shows an interesting
dependence on surface density. As shown in Fig. 3(a), for low
Cs coverages, the Cs atoms stay away from the raised dimer
reconstruction and are preferentially located in the trenches. As
the Cs density increases in Fig. 3(b), Cs starts to prefer the areas
around the dimer and for the highest density studied, Cs atoms
preferentially sit atop the dimer reconstruction, as shown in
Fig. 3(c). Electron energy loss spectroscopy (EELS) shows the
appearance of peaks characteristic to plasmonic oscillations in
2D metallic islands at a Cs coverage of about 0.5 ML [19].
The appearance of these peaks has been interpreted as a phase
transformation of the Cs layer in which isolated Cs atoms form
2D clusters on the GaAs(100) surface. This change observed
in the EELS spectra and the phase transformation could be
caused by the changes in the distribution of the Cs surface
positions.

For the (110) surface, Figs. 3(d)–3(f) show that the Cs
atoms essentially prefer to stay inside or near the center
of the rectangle formed by the surface As atoms at all
surface densities. As the Cs density increases, the interactions
between the Cs atoms simply broadens the position distribution
[Fig. 3(f)].

C. Work-function change and adsorption energy

Figure 4(a) shows that the predicted work-function re-
duction as a function of Cs surface density agrees well
with the experimental results for both GaAs surfaces. The
work-function reduction is caused by the change in surface
dipole due to charge transfer from the Cs ad-atoms to the GaAs
substrate. The work-function reduction (�W ) is proportional
to the change in the surface dipole per unit area (�p) and is
given by �W = e

ε0
�p, where e is the electron charge and ε0

the vacuum permittivity. At very low coverages the surface
Cs dipoles do not interact and the work function reduces with
increasing Cs coverage. However, at higher Cs densities the
work function goes through a minimum and then increases due
to the interaction between the Cs atoms [21], finally reaching
the work function of bulk Cs at very high Cs densities. The
simulation shows a slight increase in the work function at
Cs surface densities close to 4 atoms/nm2 but is still much
smaller than the calculated work function of bulk Cs of 1.99 eV.
Simulations at higher Cs densities would be needed to confirm
the expected rise in work function. Work function at higher Cs
surface densities, close to 4 atoms/nm2, show a variation of
about 100 meV. This work-function variation on the surface
could lead to the observed high values of MTE [5].

Figure 4(b) shows how the chemical potential of Cs varies
with the Cs surface density for the (100) surface. We see that
the agreement between the experimental results and the DFT
calculations is quite good for the (100) surface. The continuous
reduction in the Cs chemical potential suggests a homogeneous
coverage of Cs on the surface.

Figure 4(c) shows the dependence of the Cs chemical
potential on the surface density for the (110) surface. The
DFT calculations predict a nonmonotonic behavior, suggesting
a possible phase separation of the Cs on the surface and that
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FIG. 4. (Color online) (a) Work-function reduction (�〈W 〉) as a
function of Cs surface density for the GaAs(100) and the GaAs(110)
surfaces. The experimental values [13,15] agree well with those
calculated using DFT. Chemical potential of adsorbed Cs as a function
of Cs surface density for (b) the GaAs(100) and (c) the GaAs(110)
surfaces. The experimental values [16,17] are also presented.

Cs atoms could preferentially form clusters. Such clustering is
indeed observed on the (110) surface using STM in the form
of 1D and 2D Cs structures [10,11]. As the chemical potential
is the energy released by adding a Cs atom to the surface,
a higher chemical potential corresponds to a lower energy
structure of Cs on the surface. Hence, the experimentally
observed 1D and 2D structures have lower energy than a
uniform Cs coverage, causing the discrepancy in the observed
and calculated adsorption energies in Fig. 4(c). Simulating

these structures is beyond the scope of the DFT modeling due
to the large size of the required simulation cell. The periodic
boundary conditions add constraints due to which formation of
lower energy structures is not possible for certain Cs coverages.
For these coverages the chemical potential has a lower value
than the experimental observations, causing spikes in Fig. 4(c).
This behavior is thus an artifact of the constraints enforced by
a small simulation cell and periodic boundary conditions.

IV. CONCLUSIONS

Using density functional calculations, we show that the
formation of different surface structures observed in the Cs
adsorption on the (110) and the (100) surfaces of GaAs can
be attributed to the difference in the mobility of Cs atom
on these two surfaces. At room temperature, Cs is very
mobile on the (110) surface. This allows the formation of
low-energy ordered 1D and 2D structures at low coverage
and at higher coverage the growth of ordered epitaxial layers
on the (110) surface. On the (100) surface at low coverages,
Cs atoms are much less mobile, causing them to deposit in
an amorphous fashion. Thermodynamic averages of the DFT
energies accurately predict the Cs adsorption energy and the
work-function reduction of the GaAs surface as a function of
Cs coverage. The computational expense currently limits this
approach to defect-free surfaces. However, the good agreement
of the results with experimental data indicates that defects do
not have a strong affect on the adsorption energy and work
function.

This work shows that it is possible to computationally
screen materials for surface structures and compositions
that effectively lower the work function. The computational
approach is general and applicable to study the work function
for the adsorption of other alkali metals such as Li, Na, and K
on various III-V semiconductor surfaces.
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