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In this project, a computational investigation utilizing density functional theory methods is carried out to
elucidate the differences in stereochemical lone-pair activity of Pb2+ and Sn2+ A-site ions in epitaxial polar ATiO3

perovskites. The contrasting tendencies for the lead- and tin-based compounds to form different phases—Amm2
for the former versus Cm for the latter—under biaxial tension are connected to the amount of charge concentrated
within the lone pair lobes. Specifically, phases are energetically more preferable when as much charge as
possible is dissipated out of the lobe, thus lowering the cost of Coulomb repulsions between the lone pair and
the surrounding oxygen cage. Although a strong band-gap tuning was predicted in (fictitious) SnTiO3 during
the tensile P 4mm→Cm phase transformation [see W. D. Parker, J. M. Rondinelli, and S. M. Nakhmanson,
Phys. Rev. B 84, 245126 (2011)], we find the same effect to be considerably weaker in PbTiO3. The insights gained
about the electronic-level underpinnings of transitional behavior in such lone-pair-active epitaxial ferroelectrics
may be used in the design of a new generation of more efficient electromechanical and electrooptical devices.
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I. INTRODUCTION

It is remarkable that a single family of PbTiO3-based per-
ovskite materials, such as lead zirconate titanate PbZr1−xTixO3

(PZT) [1–4] and a variety of lead-based relaxor ferroelectrics
[1,5,6] is dominating the field of ferroelectric (FE) and piezo-
electric applications. Outstanding polar, piezoelectric, and
dielectric properties of all of these compounds emanate from
strong lattice distortions—specifically, large displacements of
both Pb2+ and Ti4+ ions away from their centrosymmetric
positions in the undistorted perovskite structure. On the level
of underlying electronic phenomena, the nature of these
distortions for both cations is attributed to cooperative pseudo-
Jahn-Teller effect (coop-PJTE) [7,8]. Noncentrosymmetric
distortion of the TiO6 cluster is a typical PJTE case (usually
identified in the literature as a “d0”), when the mixing
of empty Ti(3d) states with filled O(2p) states results in
a host of electronic configurations, whose near-degeneracy
is removed by a spontaneous displacement of Ti from
the centroid of the O6 octahedron. The presence of Pb2+

cations, carrying nonbonded 6s2 electrons, the so-called
electron lone pair, establishes yet another PJTE distortive
network, which induces large elastic deformations and electric
polarization.

The need to avoid the inclusion of a toxic element,
such as lead, into next-generation electroactive compounds
stimulated a search for alternative Pb-free materials possessing
property responses of comparable (or greater) magnitudes
[9–14]. However, developing suitable replacements remains
a great challenge, as, paraphrasing the authors of Ref. [12],
when performance, cost, ease of preparation, and precursors
availability are taken into account, PZT still remains the almost
perfect all-around piezoelectric material. The exceptional
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piezoelectric properties of PZT, compared to only moderate
piezoelectricity of PbTiO3, are attributed to the emergence
of a morphotropic phase boundary (MPB) [3,15–18] near the
Zr:Ti = 52:48 and high mobility of FE domain walls, indicating
that the existence of large PJTE-induced structural distortions
is a necessary but not sufficient ingredient for attaining colossal
property responses.

One can expect that tin (Sn), an isoelectronic “younger
brother” of lead, would be its natural replacement. Unlike
lead, tin is environmentally benign, having been widely used
for tableware in the form of pewter alloys since the beginning
of the Bronze Age [19]. Tin is readily available in its 4+
oxidation state, e.g., in the form of Sn(IV) oxide, or SnO2

(rutile, mineral cassiterite). In contrast, its 2+ oxidation
state—the one whose behavior is also governed by strong
(5s2) electron lone-pair activity [20–23] and is highly desirable
for technological applications—is much more elusive. For
example, Sn(II) oxide, or SnO (litharge), is metastable with
respect to transformation into SnO2 at a wide range of oxygen
pressures. Although a number of recent computational studies
have suggested that substituting A = Sn2+ for Pb2+ in a
polar perovskite (tetragonal P 4mm) ATiO3 structure results in
piezoelectric and ferroelectric properties similar to, or exceed-
ing those, of bulk PbTiO3 [24–26], conventional solid-state
growth of this phase remains a daunting task. A conventional
ceramic synthetic route requires high temperatures, which
leads to facile Sn2+ disproportionation into Sn4+ and Sn metal
[26,27], and, as of this writing, there have been no reports of
bulk perovskite SnTiO3 being produced.

The apparent difficulties of this growth approach have not
discouraged other attempts to harness the attractive chemical
properties of the Sn2+ oxidation state. For example, doping
(Ba,Ca)TiO3 FE ceramics and the incipient FE SrTiO3 with tin
resulted in the enhancement [28–31] and the emergence [32]
of polar properties in both cases, attributed to the presence
of Sn2+ ions in the perovskite A-site positions. A divalent
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tin-containing compound Sn2TiO4 (isostructural with the low
temperature form of Pb3O4) [32–34] and a series of tungsten-
based compounds SnWO4 [35,36], Sn2WO5 and Sn3WO6

[37], have also been manufactured and characterized. How-
ever, none of these structures exhibit spectacular electroactive
properties.

Modern epitaxial engineering techniques can stabilize
metastable structures through artificial elastic boundary con-
ditions (misfit strain) and/or rate-limited kinetics [38]. There-
fore, they offer an alternative approach to avoid the restrictions
imposed by bulk thermodynamics to grow alternative materials
with enhanced properties that have the potential to replace
PZT in a variety of technological applications. A recent
attempt to synthesize SnTiO3 films on sapphire and perovskite
substrates from ceramic SnO2 and TiO2 targets utilizing
PLD produced nonpolar ilmenite-type structures with only
traces of a second phase compatible with perovskite geometry
[39]. An emergence of a centrosymmetric crystal structure
indicates the loss of electron lone-pair activity (along with the
associated polar lattice distortions), suggesting that the Sn2+

oxidation state was not sufficiently achieved in the PLD-grown
films.

In a previous computational study [40] we have evaluated
the structural stability of tin titanate polymorphs with SnTiO3

stoichiometry, focusing in particular on resolving phase trans-
formations in the proposed epitaxial polar-perovskite phase.
Our investigation showed that polymorphs possessing corner-
sharing TiO6 octahedra and polar cation displacements have
lower energies, compared to centrosymmetric polymorphs,
such as ilmenite-type structure. We also demonstrated that,
although the stress-free ground state of polar-perovskite
SnTiO3 is the same as that of PbTiO3 [i.e., tetragonal,
with space group P 4mm and spontaneous polarization P ∼
(0,0,c)], under biaxial tension the former compound under-
goes a transition into a monoclinic Cm phase, P ∼ (a,a,c),
while the latter transitions to the Amm2 phase, P ∼ (a,a,0)
[41,42]. All of the aforementioned structures, together with the
nonpolar cubic Pm3̄m aristotype, are depicted in Fig. 1. The
drastic reduction of symmetry caused by the P 4mm→Cm

phase transformation induces a large change in the value of
the SnTiO3 electronic band gap Egap, which could potentially
be tuned elastically by flexing the substrate, or electrically by
applying an electric field.

Although we were able to resolve the electronic-level
underpinnings of the dramatic Egap variation in epitaxial
perovskite SnTiO3 (see Sec. VI and Fig. 5 in Ref. [40]), it
remained unclear why its transitional behavior under biaxial
tension is different from that of PbTiO3. Furthermore, with
the proposed Egap opening mechanism being quite generic, it
was interesting to investigate how pronounced the same effect
would be in epitaxial PbTiO3 as it undergoes a transition into
the more symmetric Amm2 phase.

In this study, we utilize first-principles density-functional-
theory-based (DFT) calculations to address both of these
questions. We find that the Egap tuning effect in P 4mm→
Amm2 PbTiO3 is much weaker than in P 4mm→Cm SnTiO3.
We then trace the contrasting transitional behavior of PbTiO3

and SnTiO3 to differences in stereochemical lone-pair activity
of Pb2+ and Sn2+ ions. Specifically, we demonstrate that
the optimization of repulsive Coulomb interactions between

FIG. 1. (Color online) Crystal structure of (a) cubic perovskite
ATiO3 aristotype, space group Pm3̄m, and its polar distortions
leading to noncentrosymmetric structures with the following symme-
tries: (b) P 4mm, P ∼ (0,0,c), (c) Amm2, P ∼ (a,a,0), and (d) Cm,
P ∼ (a,a,c). TiO6 coordination cages are represented by semitranslu-
cent (Pm3̄m) and completely (all other phases) translucent polyhedra
while Sn atoms are shown in pink (dark gray). (b–d) Arrows
attached to the Ti ion indicate the direction of polarization in the
noncentrosymmetric structures.

negatively charged oxygen ions—comprising the cuboctahe-
dral cage around the A2+ cation—and the electron lone-pair
charge cloud leads to dissimilar spatial orientations of the latter
in the tin- and lead-based compounds.

II. COMPUTATIONAL DETAILS

All DFT calculations presented in this study were per-
formed using the Vienna Ab initio Simulation Package
(VASP) [43,44] and QUANTUM ESPRESSO [45] (QE) within the
local density approximation (LDA), parameterized by Perdew
and Zunger. [46] A projector-augmented plane-wave method
[47,48] with 900-eV energy cutoff was utilized in VASP,
with the following electronic configurations for the involved
elements: Pb (5d106s26p2), Sn (4d105s25p2), Ti (2p63d24s2),
and O (1s22s22p4). In the calculations done with QE,
electronic wave functions (density) were expanded in plane
waves up to 30 Ry (300 Ry) and valence electrons were treated
with Vanderbilt ultrasoft [49] pseudopotentials. Pseudovalence
electronic configurations in the ultrasoft pseudopotentials were
identical to those of the projector-augmented-wave pseudopo-
tentials for Pb and Sn, but differed in Ti (3s23p64s23d1) and
O (2s22p4).1 Zone-edge-shifted 8 × 8 × 8 Monkhorst-Pack
(MP) [50] k-point meshes were used for the Brillouin zone
(BZ) integrations with both simulation packages. A Gaussian
smearing value of 0.05 eV was used to produce the electronic
density of states (EDOS) plots. In all calculations, internal

1Parameters for the ultrasoft pseudopotentials match those found in
Ref. [40]. For Pb (not used in Ref. [40]): 5d106s26p2, r0=1.0 bohr,
r loc
c = 2.3 bohr, rc = (2.3,2.5,2.5) bohr for d , s, and p.
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ionic positions were relaxed to forces of less than 10−3 eV/Å.
During unit-cell shape optimization, the appropriate stress-
tensor components were converged to values of less than
0.1 kbar. A biaxial misfit strain in a thin film constrained on a
cubic (001)-oriented substrate was simulated by varying the in-
plane lattice constant a of the tetragonal unit cell and allowing
the out-of-plane lattice constant c to relax by converging the
normal stress in the out-of-plane direction to a value of less
than 0.1 kbar while keeping the imposed polar symmetry
intact. No monoclinic distortions were allowed for the unit
cell of the Cm structure by setting all shear stress-tensor
components to zero. The biaxial misfit strain was defined as
ε = a/a0 − 1, where a0 corresponds to the optimized lattice
parameter of a structure with all the normal stresses relaxed
to values less than 0.1 kbar. Adopting these settings resulted
in essentially the same structural and electronic properties ob-
tained with either simulation package for any of the considered
ATiO3 (A = Pb, Sn) polymorphs [mean absolute differences:
in energy difference–0.005 eV/f.u., in lattice parameter–
0.011 Å, in tetragonality–0.002, and in Kohn-Sham band
gap–0.049 eV].

Electron localization functions (ELFs) are customarily
used to visualize electron lone pairs: usually to highlight the
pronounced differences between the electron cloud shapes
of centrosymmetric nonpolar and noncentrosymmetric polar
phases or polymorphs of the same material [36,51–53].
However, when comparing the ELF plots of the structurally
similar P 4mm, Amm2 and Cm phases for the ATiO3 per-
ovskite structure—all noncentrosymmetric and polar, but with
different directions of the unit-cell polarization vector—we
did not observe any noticeable distinctions among them.
Alternatively, following the approach of Watson and coworkers
[20,22,23,54,55] that utilized energy-resolved, or partial,
electron charge density maps to visualize specific regions of
the EDOS that are associated with the asymmetric nature of
lone pairs allowed us to resolve the distinctions among these
phases, as discussed in detail in Sec. III B. Partial electron
charge density maps presented in that section were created
using the VESTA [56] software package.

III. RESULTS AND DISCUSSION

A. Structure and band-gap tuning

In Table I, we collect relative energies, lattice parameters,
and Egap values for the representative polar phases, as well
as for the nonpolar cubic phase, of perovskite SnTiO3 and
PbTiO3. All of these phases were relaxed to small normal
stresses while keeping their symmetries intact under the
condition that no shear distortions are allowed. For both
compounds, polar tetragonal P 4mm structures are found as
the lowest-energy stress-free phases that occur under biaxial
compression with respect to the optimized lattice constant
of the cubic aristotype phase. Although experimental values
of the lattice parameters are unavailable for the (as of now
fictitious) perovskite SnTiO3 structure, a comparison of the
computed values of a and c in the P 4mm phase of PbTiO3 to
the experimental results (see, e.g., Ref. [57]) shows that they
are underestimated by 0.94% and 2.9%, respectively, which
is the typical accuracy for DFT-LDA. The computed LDA
band gap of PbTiO3 is severely (∼54%) underestimated [58]
and we expect the same to be true for the SnTiO3 structure.
However, the trends in the relative valence-band maximum
(VBM) and conduction-band minimum (CBM) changes with
respect to varying epitaxial strain and polarization direction
rotation—which are discussed in more detail below—should
still be robust.

The magnitudes of polar cation distortions in all of the
aforementioned ATiO3 (A = Pb, Sn) hettotypes are assembled
in Table II. The displacements of the Sn2+ ion away from
the center of the surrounding cuboctahedral oxygen cage are
almost two times as large as those of the Pb2+ ion. Furthermore,
Ti4+ off-centerings inside their octahedral oxygen cages in
SnTiO3, are also, on average 50–60% more pronounced than
those in PbTiO3. This increased off-centering is remarkable
considering that the unit-cell volumes of both compounds are

quite similar (mean absolute difference of 0.6 Å
3
/f.u. between

isomorphs). The combination of both cation distortions results
in a much stronger polarization in SnTiO3 (∼1.2 C/m2; see
Ref. [40] for details) as compared to its lead-based counterpart.

TABLE I. Energy differences (�E) per formula unit (f.u.) with respect to the lowest-energy phase for all the considered perovskite ATiO3

(A = Pb, Sn) structures. Here and in what follows, the phases are arranged in the order of decreasing symmetry. For both tin- and lead-based
compounds, the P 4mm phase has the lowest energy, which is taken as zero. Lattice parameters and band-gap values Egap are also presented for
all the structures. Values in parentheses (calculated using ultrasoft instead of PAW pseudopotentials) are shown to illustrate the comparability
of results from the two methods on these systems.

�E (eV/f.u.) a (Å) c/a Egap (eV)

SnTiO3

Pm3̄m 0.341 (0.325) 3.871 (3.861) 1.000 0.905 (0.927)
P 4mm 0.000 3.786 (3.784) 1.134 (1.123) 0.694 (0.732)
Amm2 0.053 (0.049) 3.957 (3.945) 0.965 (0.965) 0.983 (1.034)
Cm 0.036 (0.033) 3.913 (3.901) 0.999 (1.000) 1.402 (1.448)

PbTiO3

Pm3̄m 0.059 (0.057) 3.890 (3.879) 1.000 1.471 (1.562)
P 4mm 0.000 3.865 (3.852) 1.044 (1.044) 1.489 (1.535)
Amm2 0.013 (0.012) 3.930 (3.917) 0.984 (0.985) 1.778 (1.710)
Cm 0.015 (0.014) 3.907 (3.895) 1.000 (1.000) 1.895 (1.927)
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TABLE II. Polar off-centerings (Å) of A and Ti ions in the considered perovskite ATiO3 (A = Pb, Sn) structures. These displacements are
computed with respect to the center of mass of the oxygen cage surrounding the appropriate cation: 12-atom cuboctahedral cage for Pb and
Sn, and 6-atom octahedral cage for Ti.

P 4mm Amm2 Cm

x y z x y z x y z

SnTiO3

Sn 0.000 0.000 0.737 0.407 0.407 0.000 0.345 0.345 0.340
Ti 0.000 0.000 0.470 0.231 0.231 0.000 0.181 0.181 0.177

PbTiO3

Pb 0.000 0.000 0.395 0.229 0.229 0.000 0.178 0.178 0.180
Ti 0.000 0.000 0.261 0.152 0.152 0.000 0.118 0.118 0.119

Turning to the transitional behavior of the ATiO3 com-
pounds, under biaxial tension, the lowest-energy P 4mm

phase for both A = Pb and Sn initially transforms into
the Cm structure. However, the epitaxial stability interval
of the latter is very narrow in PbTiO3, and the polarization
vector quickly rotates into the xy plane as tension is further
increased, resulting in a state with Amm2 symmetry (data not
shown). The observed P 4mm→Amm2 phase transition in
PbTiO3 is in agreement with previous computational results
obtained with comparable DFT-based approaches [41,42].
At variance, in SnTiO3, the Cm state persists for a wide
range of tensile strains with no traces of Amm2 phase
observed even for relatively large biaxial tensions [40]. It is
noteworthy that both of the representative (stress-free) tensile
phases in PbTiO3 have rather similar structural parameters
and are close to each other in energy, the Amm2 state being
only 2 meV lower than the Cm one, while, in SnTiO3

we see much stronger variations in the relative energies
(∼20 meV) and structural parameters of the involved polar
phases.

As shown in Table I for the representative polar phases
and in Fig. 2 for the complete ±2% interval of epitaxial
strains, the Egap tuning during the P 4mm→Amm2 phase
transition in PbTiO3 is limited to 0.2–0.3 eV (slightly more
if the borderline Cm phase could be stabilized). Therefore,
although the generic trend for the band-gap opening under
lowering structural symmetry is indeed present in PbTiO3,
individual differences between the DFT-based Egap values of
various phases are small. This is in sharp contrast to the large
effect (∼0.7 eV or 100% change) observed for the P 4mm→
Cm phase transition in SnTiO3, according to the Table I
data for the representative phases and the ±2% epitaxial strain
interval dependencies shown in Fig. 4 of Ref. [40] and repeated
here in Fig. 2. In general, we obtain much smaller Egap

values in SnTiO3 than in PbTiO3. This band-gap reduction
could be attributed to the stronger interaction between the
Sn(5s) and O(2p) orbitals compared to that of Pb(6s) and
O(2p), which leads to a more pronounced upward shift of
the antibonding s-p hybrids that constitute the top of the
valence band [36]. It is also noteworthy that the weakness
of the A(s)–O(p) interactions in PbTiO3, as well as their
relative insensitivity to the direction of the polar structural
distortion, results in the flatness of the VBM level inside
this ±2% epitaxial strain interval (see filled-circle curve in
Fig. 2).

B. Electronic density of states and lone-pair activity

Figures 3(a) and 3(b) present the total and partial (ion- and
l quantum number-resolved) EDOS of Pm3̄m non-polar cubic
and P 4mm polar tetragonal phases of perovskite SnTiO3,
respectively. For each phase, following the approach of Watson
and coworkers [20,22,23,54,55], valence bands are divided
into three regions that highlight specific interactions among
the pseudoatomic wave functions centered on various ions.
The same information was also obtained for all other structures
considered in this investigation (data not shown). Only minor
differences were found in the shapes of the EDOS curves for
all the polar variants of each ATiO3 (A = Sn, Pb) compound.
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FIG. 2. (Color online) VBM [circles] and CBM [squares] of epi-
taxially strained PbTiO3 across the P 4mm→Amm2 phase transition
as functions of biaxial strain. The same data for the P 4/mmm

PbTiO3 structure is shown in dotted lines. Open (red) square and
circle at zero strain mark the VBM and CBM positions in the cubic
Pm3̄m structure. VBM and CBM data for the P 4mm→Cm phase
transformation in SnTiO3 (same as in Fig. 4 of Ref. [40]) is also
presented here in dashed lines. The CBM/VBM curves for SnTiO3

are shifted to match the CBM values of both compounds in the P 4mm

phase.
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FIG. 3. (Color online) Total and partial, i.e., ion and l quantum-
number-resolved, EDOS for (a) Pm3̄m nonpolar cubic and (b)
P 4mm polar tetragonal phases of perovskite SnTiO3 showing three
energy regions utilized for visualization of partial electron charge
density maps. These regions are identified individually for each
phase.

For each phase of SnTiO3 and PbTiO3, the respective
values of partial densities of the A2+ ion s and p states, as
well as the oxygen 2p states, define the boundaries between
the regions. Region I, lying approximately between −9 and
−6 eV, encompasses the highly pronounced EDOS peak for
the A(s) states and highlights bonding interactions between
them and O(2p), with a small admixture of Ti(3d). The
boundary between regions I and II is placed at the minimum
that separates the A(s) EDOS peak from the neighboring peak
at higher energy. Region II, extending from that boundary
to approximately −3, or −3.5 eV, is comprised mostly of
EDOS parts that correspond to bonding interactions between
Ti(3d) and O(2p) states with some contributions from A(p).
The boundary between regions II and III is assigned to the
energy where the A(s) states again become denser than that
of the A(p) states, as another A(s) EDOS peak is formed
within region III. Region III, spanning from this boundary
to the Fermi level, is formed by EDOS parts that include
antibonding interactions of A(s) and O(2p) states, also with a
small admixture of A(p). Region boundaries are determined
individually for each particular material/phase combination.
Small variations in their location do not appreciably change the
results of our calculations. For example, boundary assignments
for the nonpolar Pm3̄m and P 4mm polar tetragonal phases of
perovskite SnTiO3 are shown in Fig. 3.

In Fig. 4, we present partial charge density maps corre-
sponding to energy regions I, II, and III using the Amm2
phase of SnTiO3 as an example. The aforementioned specific
interactions—bonding between Sn and O in region I, bonding
between Ti and O in region II, and antibonding between Sn
and O in region III—are visualized in Figs. 4(a), 4(b), and 4(c),
respectively. The classical picture of orbital hybridization,
where an electron lone pair is formed as a result of intra-atomic
mixing of s and p orbitals on the same cation [59,60], places
the associated charge density into region I. This hybrid orbital
is chemically inert, but sterically active, and is projected to
the side of the cation, distorting the lattice. That is clearly not
the case for the partial charge density in region I, shown in
Fig. 4(a)—the density is rather round in shape and thus does
not have the required directionality that would promote steric

FIG. 4. (Color online) Partial charge density maps in energy regions (a) I, (b) II, and (c) III in the (110) plane of the Amm2 phase of
SnTiO3. Here, unlike the Ti-centered units of Fig. 1, cells are centered on the A2+ cation with its cuboctahedral coordination cage explicitly
outlined in red. Sn, Ti, and O ions are represented by gray, light blue (light gray), and red (dark gray) spheres, respectively. Contour levels

shown are between 0 (blue) and 0.16 e/Å
3

(red).
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FIG. 5. (Color online) Region III partial charge density maps in the (110) plane, depicting the characteristic asymmetric charge-density
lobes associated with stereochemically active electron lone pairs in ATiO3 (A = Pb, Sn). Just as in Fig. 4, A2+ cation-centered cells are used,
with A2+, Ti, and O ions represented by gray, light blue (light gray), and red (dark gray) spheres, respectively. SnTiO3 structures are shown
in the top row: (a) P 4mm, (b) Amm2, (c) Cm, and (d) nonpolar Pm3̄m. PbTiO3 structures are assembled in the bottom row: (e) P 4mm, (f)

Amm2, (g) Cm, and (h) nonpolar Pm3̄m. Contour levels shown are between 0 (blue) and 0.24 (red) for SnTiO3, and 0 (blue) and 0.16 e/Å
3

(red) for PbTiO3.

activity (the same behavior in region I was obtained for all
the other structures considered here). Only relatively recent
computational investigations for a variety of materials have
proven that lone-pair electronic states are more subtle than the
classical picture suggests: the interactions between the cation
s and p orbitals are actually mediated through the p orbitals
of the neighboring anion [20–23,52,53]. This interaction
mechanism can be interpreted as a double PJTE where the
anion p states insert themselves in the middle of the energy gap
between the cation states and then hybridize with the s states
below, and p states above. Therefore, currently, the lone pair is
identified as a complex cation(s,p)-anion(p) hybrid formed by
combinations of electron bands that are positioned right below
the Fermi level. These bands correspond to the partial charge
density residing in energy region III. Our results for SnTiO3

agree with the previous findings [20–23,52,53] showing the
characteristic asymmetric charge density lobe within region
III situated to the side of the cation and pointing away from
the nearest oxygen, as depicted in Fig. 4(c).

In Fig. 5, we present “region III” partial charge density
maps for the polar P 4mm, Amm2, and Cm phases, as well
as for the nonpolar Pm3̄m phase in both SnTiO3 and PbTiO3.
Just as described in the previous paragraph, in all polar phases,
we observe asymmetric charge density distributions associated
with stereochemical electron lone pair activity while, in
nonpolar Pm3̄m phases, such charge density distributions
have spherical symmetry. Using the same arguments as in
the investigation of tungsten-based AWO4 (A = Sn, Pb)
compounds [36], we interpret these visualization results as
the Sn2+ lone pairs being “more compact” and the Pb2+ ones
“more diffuse.”

To evaluate the amount of electron charge Q contained
within the lone-pair lobe (or sphere, in the case of nonpolar
geometries) in each structure, we numerically integrated the
“region III” partial charge density inside a volume V around
the A-site ion, including all the grid points with charge
density that are greater than some small value S. The shape
of the volume V , as well as the smallness of charge-density
isosurface cutoff S, and the position of the boundary separating
energy regions II and III, were varied to verify that the
resulting lone-pair charges do not change appreciably. The
values of V , Q, and S are assembled in Table III. Two major
differences in the properties of Sn2+ and Pb2+ lone pairs stand

TABLE III. Total charge Q integrated around the A = Pb, Sn ion
within the volume V enclosed by the iso-surface with charge density
S, calculated for all the considered perovskite ATiO3 phases. Average
lone-pair charge densities Q/V are shown in the last column.

S (e/Å
3
) V (Å

3
) Q (e) Q/V (e/Å

3
)

SnTiO3

Pm3̄m 0.0154 4.076 0.473 0.116
P 4mm 0.0090 5.348 0.580 0.108
Amm2 0.0126 5.550 0.741 0.134
Cm 0.0090 5.292 0.567 0.107

PbTiO3

Pm3̄m 0.0086 3.543 0.250 0.071
P 4mm 0.0106 3.697 0.350 0.095
Amm2 0.0114 3.374 0.328 0.097
Cm 0.0114 2.591 0.339 0.131
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out: first, although all the integrated charges are considerably
smaller than the formal charge of 2e, for the structures of
the same symmetry, charge found for the Sn2+ lone pair is,
on average, twice as large as that found for the Pb2+ lone
pair; and second, volumes surrounding the lone-pair charges in
SnTiO3 structures are also larger than those in their lead-based
counterparts. Therefore, refining the argument presented in the
previous paragraph, we can claim that, in perovskite ATiO3

structures, A = Sn2+ lone pairs carry slightly more charge per
unit volume than those of A = Pb2+. However, it would be
incorrect to regard the former ones as “more compact” since
they occupy more space.

Furthermore, we can infer a yet more subtle observation
connected to the transitional behavior of both compounds
under epitaxial tension from the results of Table III. For
SnTiO3, comparing the lone pair charges of the tensile polar
phases, we see that Q(Cm) is substantially smaller (by
∼0.17e) than Q(Amm2). On the other hand, for PbTiO3,
Q(Cm) is slightly larger (by ∼0.01e) than Q(Amm2). Thus,
we can conclude that, in each case, the system prefers to
transition into a phase that possesses a smaller lone-pair
charge, specifically, the Cm phase for SnTiO3 and Amm2
phase for PbTiO3. The same trend can also be seen for the
polar structure lone-pair charge densities Q/V : they are, on
average, 20% higher in the metastable phases (Amm2 for
SnTiO3 and Cm for PbTiO3), compared to those that actually
occur during the phase transition. For each compound, the
magnitude of the charge difference between the competing
phases tracks the size of their energy difference �E, shown
in Table I. So, the stronger energetic preference of SnTiO3 to
adopt the Cm symmetry in tension is connected to a significant
draining effect that this geometrical conformation has on the
lone-pair charge Q. Conversely, for PbTiO3, the lone-pair
charges of both phases are very close, which results in a rather
weak anisotropy of polar distortions. We have already shown
before that, under certain conditions, Pb2+ ions can exhibit
similar behavior, which may lead to almost complete loss of
directional anisotropy of their polar off-centerings [61].

Finally, we point out that, for both compounds, the stable
P 4mm phase is exempt from the “minimal Q” rule, having a
lone-pair charge that is 0.01–0.02e higher than that of the
preferred tensile phase. This exemption may be explained
when, in addition to the lone-pair activity, we consider
distortions inside the TiO6 unit, where Ti displacements along
the [001] direction, i.e., toward a corner of the octahedron, are
always heavily favored [62] (note that Ti and Pb off-centerings
happen in lock-step). Therefore, the minimization of the
repulsive Coulomb interactions between the A-site cation lone

pair and the negatively charged oxygen cage surrounding it
becomes more important only when Ti is forced to off-center
along a suboptimal direction, such as toward an edge (Amm2)
or a face (Cm) of the octahedral unit.

IV. CONCLUSION

In this project, following the results of our previous
DFT-based study of epitaxial phases of a fictitious perovskite
ferroelectric SnTiO3 and, specifically, the prediction of a
large band-gap tuning during the polarization-rotation phase
transition under biaxial tension [40], we have investigated the
same effect in epitaxial PbTiO3, a well-known ferroelectric
material that is isoelectronic to SnTiO3. We found the band-gap
tuning in PbTiO3 to be considerably weaker than in SnTiO3.
This relatively weaker tunability may be attributed to (i)
higher symmetry of the preferred Amm2 tensile phase in
the lead-based compound compared to Cm in SnTiO3, and
(ii) weaker interactions of Pb(6s) and O(2p) orbitals that do
not exhibit a pronounced dependence on the direction of the
polar distortion. This lack of dependence on polar distortion
results in a flatness of the PbTiO3 VBM level across the
P 4mm→Amm2 phase transition.

We then investigated the stereochemical lone-pair activity
of Pb2+ and Sn2+ ions in polar-perovskite ATiO3 hettotypes
possessing P 4mm, Amm2, and Cm symmetries. Structural
differences among these phases stem from distinct spatial
orientations of the lone-pair charge cloud within the cuboc-
tahedral oxygen cage around the A2+ cation. The contrasting
tendencies for PbTiO3 and SnTiO3 to form different phases
under epitaxial tension were linked to the amount of charge
concentrated within the lone-pair lobes. Specifically, in the
energetically more stable tensile phase, as much charge as
possible is transferred out of the lobe, which lowers the cost of
Coulomb repulsion between the lone pair and the surrounding
negatively charged oxygen cage.

These insights into the electronic-level underpinnings
of transitional behavior and functional property tuning in
epitaxial ferroelectrics, such as PbTiO3 and SnTiO3, will be
useful for the design of a new generation of more efficient
electromechanical and electrooptical devices.
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