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Nature of ferroelectric-paraelectric phase transition and origin of negative
thermal expansion in PbTiO3
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Ferroelectric-paraelectric (FE-PE) phase transitions have been primarily explained by the phenomenological
Landau-Devonshire theory and a soft-zone-center mode of vibration in the literature. In this work, we study the
atomic structure and polarization evolution of PbTiO3 as a function of temperature using ab initio molecular
dynamics simulations. In contrast to conventional molecular dynamics analyses where results are averaged
over time, we categorize the atomic configurations as a function of time in terms of Ti-O bond lengths in the
nearest-neighboring shell. We show that an appreciable amount of cubic configuration exists at temperatures
about 300 K below its FE-PE phase transition temperature of 763 K, even though the time-averaged overall
atomic configuration is tetragonal. The quantitative results depict that as the temperature increases the population
of the cubic configuration increases and that of the tetragonal configuration decreases, signifying that the FE-PE
phase transition is intrinsically second order. It reveals that the thermal fluctuation of the cubic configurations in
the tetragonal matrix makes a significant contribution to the negative thermal expansion in the FE phase region
because the cubic configuration has smaller volume and higher entropy than the tetragonal matrix.
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I. INTRODUCTION

Ferroelectric materials directly convert electrical energy to
mechanical energy and are critical to applications such as sen-
sors, transducers, actuators, and cooling devices. Perovskite
PbTiO3 is one of the most extensively studied ferroelectric
materials [1]. In PbTiO3, two atomic configurations have
been known for a long time, i.e., ferroelectric tetragonal (FE)
and paraelectric cubic (PE) [2], until rather recently when
several other structures were reported at high pressures [3,4].
PbTiO3 shows the FE to PE phase transition at about 763 K
at ambient pressure and at room temperature at about 12 GPa
[1,5–9]. The FE phase has a large tetragonal distortion with
an axis ratio of c/a = 1.06 at room temperature, resulting in
considerably large spontaneous polarization and ionic shifts,
high Curie temperature Tc, and a wide temperature region in
which the tetragonal phase is stable along with the negative
thermal expansion (NTE) phenomenon [1,5,7]. Although the
PbTiO3 is of a model ferroelectric perovskite discovered 60
years ago, the nature of the FE-PE phase transition mechanism
and the origin of NTE still remain controversial. It has been
generally accepted that the FE-PE transition is first order
under ambient pressure [10,11]. However, through detailed
analysis of pressure-volume relations and temperature-volume
phase diagrams reported in the literature, we recently showed
that the FE-PE transition of PbTiO3 in the temperature and
pressure ranges studied is second order instead under zero
external electric field [2]. While the FE-PE phase transition
is regarded as the typical displacive one associated with
softening of the relevant phonon modes, a certain degree
of order-disorder mechanism has been considered in the
literature [12–16] associated with the orientation change of
local distortions. Sicron et al. [12–14] studied the local
atomic distortion of PbTiO3 crystal using the x-ray absorption
fine-structure structure (XAFS) technique which is able to
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provide quantitative structural information on the atomic scale
within a very short effective measuring time on the order of
10−16 s. They found that Pb and Ti atoms are displaced from
the ideal structures both below and above the phase transition
temperature and locally unit cells remain tetragonal even well
above the transition temperature. Similar results were found
by Miyanaga et al. [15] and Sato et al. [16] through measuring
the Pb-edge and the Ti-edge XAFS spectra, respectively.

Previous theoretical studies mostly focus on the lattice
dynamics and electronic band structure of the ferroelectric
pervoskite using density functional theory, and only a few
studies are conducted for exploring structural evolution and
phase transition at finite temperatures. Since the tetragonal to
cubic phase transition is mainly displacive instead of diffusive
[17–19], it is feasible to study the solid-state phase transition
in PbTiO3 within the time scale (100 ps–10 ns) that molecular
dynamics simulations can presently reach. Srinivasan et al.
[20] studied temperature-induced FE-PE transition in PbTiO3

through ab initio molecular dynamics (AIMD) simulations.
However, they did not look into the details of atomic config-
urations and spontaneous polarization and overestimated the
phase transition temperature as 944 K at zero pressure. Costa
et al. [21] studied both temperature- and pressure-induced
structural phase transitions in PbTiO3 through the classical
MD method using empirical pair potentials, and reported the
transition temperature was 1100 K at zero pressure and the
transition pressure was 5 GPa at 100 K, considerably different
from the experimental data. Recently, through a MD study
based on a first-principles parametrized force field, Mani et al.
[22] indicated the presence of order-disorder mechanism in the
vicinity of the phase transition in the classic displacive PbTiO3

ferroelectric. However, their simulations did not reproduce the
experimental observations of local tetragonal distortions well
above the phase transition temperature [12,15,16].

In this paper, we study the details of atomic configurations
of PbTiO3 as a function of time and temperature by the
AIMD approach [23,24]. In the AIMD approach the classical
mechanics is used to describe molecular dynamics with the
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interatomic force generated on the fly from the ground state
of electrons within density functional theory. It will be shown
that the statistical analysis as a function of time, instead of
the conventional time averaging, is the key in probing the
microscopic mechanisms of the FE-PE transition.

II. COMPUTATIONAL METHODS

The AIMD calculations in the current work are performed
by employing the Vienna ab initio simulation package (VASP)
[25,26]. The first-principles calculations presented here are
based on the density functional theory with the ion-electron
interaction described by the Vanderbilt ultrasoft pseudopo-
tentials and the electronic exchange correlation by the local
density approximation (LDA). The valence electrons consid-
ered in the pseudopotentials for each atomic species are as
follows: 6s26p2 for Pb, 3d34s1 for Ti, and 2s22p4 for O.
Within the low-precision scheme, we use the � point only to
sample the Brillouin zone and a cutoff energy of 396 eV for
the plane wave basis using a supercell containing 135 atoms:
i.e., 27 Pb, 27 Ti, and 81 O. The supercell lattice parameters
are from the experimental data by Shirane et al. [1] measured
by the x-ray method and the extrapolated ones for the temper-
atures of 900 and 1000 K due to the absence of experimental
data (as shown in the Supplemental Material [27]).

The size and shape of supercells are kept fixed whereas the
ions are allowed to relax during the AIMD simulations. The
simulations are performed in a canonical ensemble (NVT) with
a Nosé thermostat [28] for temperature control. The Newton’s
equation of motion is solved via the Verlet algorithm with
a time step of 3 fs, and a total simulation time of ∼21 ps
is taken so as to obtain sufficient AIMD configurations for
statistical analysis. It is mentioned that even though AIMD
simulation at constant pressure (NPT) can also be accessible
in recent versions of VASP, we believe the NVT ensemble with
the overall lattice parameters fixed to the experimental ones is
more appropriate and accurate for our purpose, as we assume
the overall supercell does not change while the local atomic
structure fluctuates at a given temperature.

III. RESULTS AND ANALYSES

A. Structural evolution and FE-PE phase transition

Conventionally, the general structural features could be
characterized through the pair correlation function (PCF) or
the triplet correlation function (TCF), which of present work
are in good agreement with the x-ray diffraction measurements
[29,30], as shown in the Supplemental Material [27]. However,
the PCF and TCF are derived through statistical average
over the entire AIMD ensemble and time steps and cannot
provide the specific information on instantaneous local atomic
distortion and polarization. Motivated by the XAFS measure-
ments of Sicron et al. [12–14], we explore the distortions
of local unit cells as a function of temperature, in terms of
local cell parameters and atomic displacements relative to
the centrosymmetric cubic structure. The results are shown
in Figs. 1 and 2 in comparison with experimental data. It can
be seen that our predicted results are in good agreement with
those determined from the XAFS experiments qualitatively,
whereas they are significantly different from those measured

Å

FIG. 1. (Color online) Temperature dependence of the lattice
parameters a, c of PbTiO3 unit cell. The data in crossed symbols
are derived from current AIMD simulations, the open symbols are
from the XAFS measurements by Sicron et al. [12,14], and the closed
symbols are from the x-ray diffraction by Shirane et al. [1].

by x-ray or neutron diffraction, especially at the temperatures
above Tc. Compared to the conventional x-ray or neutron
diffraction which provides average structural information on
a length scale of millimeters and a time scale of seconds, the
XAFS technique based on a synchrotron light source can probe
local structure information at the atomic scale with a very
short effective measuring time (∼10−16 s) [12]. The length
and time resolutions in the XAFS measurement are similar to
those in our AIMD simulations, whereas those in conventional
x-ray or neutron diffraction are too large to explore the
time-dependent local distortions. As shown in Figs. 1 and 2,
the large c/a ratio and the displacements of Ti atoms
above Tc demonstrate that the local tetragonal distortions
remain at high temperatures, indicating the presence of the
order-disorder phase transition mechanism in addition to the

Å

FIG. 2. (Color online) The displacement of Ti from the midpoint
between the O1 and O3 atoms as shown in Fig. 3. The crossed
circles are from current work, the open circles are from the XAFS
measurements [12–14], and the “+” and “×” are the results from
neutron [31] and x-ray [32,33] diffractions, respectively.
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FIG. 3. (Color online) Schematic of the atomic structure of fer-
roelectric PbTiO3 with two unit cells.

displacive mechanism. Nevertheless, in order to gain a deep
insight into the evolution of local distortions and polarizations
during the FE-PE phase transition, more detailed analyses are
indispensable.

In ABO3-type ferroelectric perovskites, the anisotropic
distortion from the ideal cubic configuration arises from the
covalent nature of B-O bonds [7,19]. For PbTiO3, we thus
focus on the octahedral cluster forming by a centered Ti atom
and its six nearest-neighboring oxygen atoms to explore the
evolution of local atomic configuration and polarization as a
function of time and temperature. The schematic structure
of the ferroelectric PbTiO3 is illustrated in Fig. 3, where
r2x(x = a, b, c, or d) represents the Ti-O bond length close
to the (001) plan, and r1 and r3 the Ti-O bond lengths in
the 〈001〉 direction. Due to their equivalency, we take r2 as
the average of r2a,r2b,r2c, and r2d in our statistical analyses.
In the current study, the atomic configurations with different
degrees of distortions are classified according to the relevance
of the three types of bond length. If r1 = r2 = r3, the local

atomic configuration is counted as cubiclike; otherwise, it
is tetragonal-like. During AIMD simulations, even for the
cubic configuration at a constant temperature, the three bond
lengths, r1,r2, and r3, fluctuate as a function of time and are not
exactly equal to each other at an instant time t . Therefore, we
introduce a statistical uncertainty parameter ε to judge whether
r1(t) = r3(t) and r2(t) = r3(t). When |1 − r1(t)

r3(t) | � ε, we have
that r1(t) is equal to r3(t), and the same for r2(t) and r3(t).
In the present work, two types of uncertainty parameters are
tested: One is a temperature-independent constant of ε = 0.10,
denoted by ε1, and the other is based on the standard deviation
of r1/r3 and r2/r3, which are temperature dependent and
denoted by ε2. It should be noted that, at a given temperature,
ε2 is specific to each Ti atom and the respective bond length
ratio of r1/r3 or r2/r3. The variation range of ε2 is shown in
the Supplemental Material [27].

The fractions of local atomic environments represented with
r1 = r3, r2x = r3 (x = a, b, c, or d), or r1 = r2 = r3 based on
the uncertainties of ε1 and ε2 are plotted in Figs. 4(a) and
4(b), respectively, obtained from a statistic of 27 Ti atoms and
about 7000 AIMD configurations. Figure 4 clearly shows that
both analyses predict the similar evolution trends of various
local atomic environments as a function of temperature. A
sudden change occurs at about 760 K, the experimentally
measured FE-PE phase transition temperature. This almost
exact match of the transition temperature is probably because
the experimental lattice parameters are used in the simulations.
By comparing the results from ε1 and ε2, it can be seen that
the results based on ε2 are more reasonable. Above the phase
transition temperature, r1,r2, and r3 should be statistically
equivalent, and hence the same fractions for the local atomic
configurations with r1 = r3 and r2 = r3. This feature is
captured by ε2, but not by ε1. Therefore, our following analyses
and discussions are based on the results from ε2.

As mentioned before, for local atomic configurations with
r1 = r2 = r3, the unit cell of PbTiO3 is counted as cubic;
otherwise, it is counted as tetragonal. For the tetragonal case,
if r1 �= r3, the configuration is considered to be polarized
in the 〈001〉 direction. As shown in Fig. 5, the fraction of
the tetragonal configuration decreases with the increase of
temperature, while the fraction of the cubic configuration

FIG. 4. (Color online) Fractions of atomic environments represented with the relevance of Ti-O bond lengths as a function of temperature
based on the two considered uncertainty parameters: (a) ε1 and (b) ε2.
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FIG. 5. (Color online) Fractions of the cubic (closed circles) and
tetragonal (closed squares) configurations as a function of temper-
ature, obtained from the AIMD simulations. Among the tetragonal
configurations, the fractions of the polarized and unpolarized ones in
the 〈001〉 direction are shown in the open squares and open diamonds,
respectively.

increases. Both are almost constant above the phase transition
temperature. It is widely accepted in the literature [8,34] that
the temperature-induced FE-PE transition in PbTiO3 is first
order at atmospheric pressure. Our current results show that
this transition is second order, since the cubic configuration
already exists at temperatures well below the phase transition
temperature. The increase of the cubic configurations is
continuous below Tc, and reaches a plateau once above Tc.
This is consistent with our recent review on the available
experimental data in the literature, concluding that the FE-PE
transition in PbTiO3 is second order in the pressure and
temperature ranges studied under zero electric field [2]. The
considerable amount of tetragonal configurations above Tc

indicates the presence of the order-disorder mechanism to a
large extent, in agreement with the conclusions from XAFS
measurement [12–16]. Above the phase transition temperature,
the tetragonal configurations could exist in different orienta-
tions, while the time- and ensemble-averaged overall structure
is still cubic.

B. Local and spontaneous polarization

From Fig. 5, we can see that there are a considerable amount
of tetragonal configurations with polarization above the phase
transition temperature even though the whole system is in
the cubic structure and does not have net polarization in any
directions. The reason is that some polarized directions of
the Ti-centered unit cells are opposite to each other due to
the thermal fluctuations at high temperatures, resulting in the
zero net polarization, as illustrated by Fig. 6. It can be seen
that at 1000 K, not only the overall magnitude of the nominal
polarizations [represented by (r3 − r1)/c] is smaller, but also
their directions are more likely to be opposite, as compared to
303 K. Again, this result indicates the presence of a certain
degree of order-disorder mechanism in the FE-PE phase
transition of PbTiO3, as reported in the literature [12–16].

FIG. 6. (Color online) Distribution of the nominal polarizations
of individual Ti-caged unit cell in the simulation supercell at (a)
1000 K and (b) 303 K at the instant of t = 18 ps. The positive and
negative values of (r3 − r1)/c indicate the opposite directions of local
spontaneous polarization. The dashed lines are drawn for guiding
eyes.

To further investigate the details of polarization, the
spontaneous polarization per unit cell can be derived as [35,36]

PS = 1

V

∑

i

Z∗
i ui, (1)

where V denotes the volume of unit cell, Z∗
i the Born effective

charge, and ui the displacement of ion i along the 〈001〉
direction in the unit cell of the ferroelectric state with respect
to a reference paraelectric state (see Fig. 7). In this study, the
theoretical values of Born effective charge tensors by Zhong
et al. [37] are used, and uTi and uO at each temperature are
obtained from statistical analysis of the AIMD configurations,
as plotted in Fig. 7. It should be noted that although the

Å

u

u

u

FIG. 7. (Color online) The displacements of O and Ti ions along
〈001〉 direction as a function of temperature. The inset illustrates the
definition of displacements with respect to the centrosymmetric cubic
structure.
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FIG. 8. (Color online) Variation of the polarization as a function
of temperature, in comparison with available experimental data.
The blue stars are from Ref. [38] and the green closed circles
are from Ref. [39]. The red half-closed circles are quoted based
on Refs. [10,40], and the polarization data were derived as PS =
P0 + �P , where the P0 = 42 μC/cm2 at the Curie temperature [10]
and �P were from Ref. [40].

experimental lattice parameters are used in our AIMD simula-
tions, all the ionic positions are initially at the paraelectric state
and allowed to displace during simulations, and therefore the
ionic displacements are spontaneous in the AIMD simulations
so as to reach thermodynamically more stable structures.
The predicted spontaneous polarization is plotted in Fig. 8
as a function of temperature. Our predicted spontaneous
polarizations at 303 and 753 K are 93.2 and 46.8 μC/cm2,
respectively, in reasonable agreement with the values of 85 and
47 uC/cm2 by Nelmes et al. [38] through neutron diffraction
and 81 and 42 μC/cm2 by Burns et al. [10] through Raman
spectroscopy. In Fig. 8, the PS by Haun et al. [39] show the
largest deviations compared to current predictions, which is
probably because their data were indirectly calculated from
the lattice strains based on the phenomenological Landau-
Devonshire theory. It can be seen that with the increase of
temperature, the overall spontaneous polarization decreases
gradually and becomes zero at the FE-PE phase transition
temperature.

IV. DISCUSSIONS

The above observations are significant in two aspects.
Firstly, a considerable amount of cubic configurations already
exists at 473 K, about 300 K below the transition temper-
ature. Based on our recent work [41], this is the origin of
negative thermal expansion in this system since the cubic
configuration has smaller volume and higher entropy than the
tetragonal configuration, resulting in a two-phase equilibrium
line with a negative slope in its temperature-pressure phase
diagram [2]. The higher entropy of the metastable cubic
configuration reduces the free energy difference between the
two configurations as the temperature increases. The thermal
fluctuation of the metastable cubic configurations in the stable
tetragonal matrix becomes statistically significant due to the

Å

FIG. 9. (Color online) Temperature dependence of the volume of
Ti-O octahedral clusters, showing the negative and positive thermal
expansion. The volumes of Ti-O octahedra in the tetragonal and
cubic configurations are shown in the open squares and open circles,
respectively. The volumes of the overall Ti-O octahedra from current
AIMD simulation and the experiment measurement by Shirane et al.
[1] are shown in the crossed and closed circles, respectively.

structural configuration entropy arising from the mixture of
metastable and stable configurations [42]. As shown in Fig. 9,
the cubic configuration has a much smaller volume than
the tetragonal configuration, while the former has a positive
thermal expansion and the latter has a slight negative thermal
expansion at low temperatures. The replacement of the tetrago-
nal configuration by the cubic configuration of smaller volume
significantly contributes to the thermal negative expansion
of the overall system. Above the FE-PE transition, positive
thermal expansion resumes because the positive thermal
expansions of the two configurations become dominant.

Secondly, the amount of tetragonal configuration remains
high above the FE-PE transition temperature due to its
energetic favorable configuration. It is evident that the relative
amounts of tetragonal and cubic configurations depend on the
choice of statistical uncertainty parameter ε, but it should
not change the qualitative behavior. It further supports that
the FE-PE transition in PbTiO3 is intrinsically second order,
similar to magnetic transitions [42,43]. On the other hand,
the FE-PE transition is also fundamentally different from a
magnetic transition because the magnetic spin is typically
kept above the magnetic transition, which primarily involves
magnetic spin disordering with temperature increase, while in
the present FE-PE transition, the soft-mode-driven displacive
mechanism dominates in addition to a certain degree of the
order-disorder mechanism.

V. SUMMARY

The evolution of atomic configurations of PbTiO3 at atmo-
spheric pressure as a function of temperature is investigated by
means of AIMD simulations. The local atomic configurations
and polarization are analyzed by Ti-O bond lengths as a
function of time, different from conventional average over
time. Our results show that both tetragonal and cubic local
atomic configurations coexist below and above the FE-PE
transition temperature. The fraction of tetragonal configuration
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decreases and that of cubic configuration increases with the
increase of temperature, indicating the FE-PE transition is
intrinsically second order and depicting the origin of its
negative thermal expansion phenomenon. Furthermore, the
variation of spontaneous polarization with temperature is
obtained, showing good agreement with experimental data and
fundamental difference with respect to magnetic transition.
Based on the present work, we further postulate that the
nonlinear anomalies in materials originate from the statistic
appearance of metastable configurations promoted by the
entropy of mixing of stable and metastable configurations with
their energy difference comparable with the thermal energy.
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