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A different approach to calculate the I-V characteristics of p™(Ga,Mn)As/n*GaAs spin injectors is presented.
The vanishing of the spin-extraction transmission coefficients at the spin-split valence-band edges leads us to
predict a dip or plateau in the /-V characteristics of this kind of diodes. We show that this minimum, or the
inflection point, shifts with the exchange energy. Within this approach and using Kane-like densities of states
with a detached impurity band, and exchange energies reported in the literature, excellent agreement is found

with observed low-bias features of -V characteristics.
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A good understanding and control of injection and detec-
tion of spin currents through Zener diodes is an essential
requisite for all-semiconductor spintronics. The theoretical
suggestion that a larger contact resistance R, increases
the ferromagnetic/nonmagnetic (F/N) spin-injector efficiency
[1-4] promoted the research on Mn-based ferromagnetic semi-
conductors [5-7]. Spin-polarized electrons were injected and
detected [8,9] using the Esaki diode p*(Ga,Mn)As/n*tGaAs,
and an overwhelming amount of experimental and theoretical
research activity followed in order to understand the electronic
and magnetic properties of these systems [10-16]. Concepts
such as the spin-selective tunneling, the spin-injection effi-
ciency, the spin accumulation, and the impurity band position,
among others, became open, debated issues [10,14,17]. We
address some of them here.

To study the contact resistance as functions of the exchange
energy, the nonequilibrium spin splitting, the impurity concen-
trations, and the bias potential, accurate quantum calculations
are required. Interband tunneling calculations across Schottky
barriers, based on a drift-diffusion transport model, were
carried out by Smith et al. [3]; Fabian er al. [18] studied
the spin injection through magnetic p-n junctions within the
standard semiconductors theory. A microscopic calculation
of spin transport through a Schottky (triangular) barrier was
carried out by Osipov et al. [19]. Nevertheless, none of these
works included a detailed calculation of spin-selective I-V
characteristics (IVC).

In the standard drift-diffusion theory, the contact resistance
is a kind of abstract entity, defined by the boundary conditions
at z = 0. However, it has size and shape which depend, among
others, on the exchange energy, the impurity concentrations,
and the bias potential. The contact barrier determines the
tunneling probabilities [20], the spin currents, and, hence, the
device performance.

Based on accurate quantum-mechanical calculations [21],
we will show that the vanishing of the tunneling probabilities,
at the spin-dependent threshold bias where the propagating
modes become evanescent, has direct consequences in the
low-bias features. In these systems, at variance with the
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“regular” Esaki effect of unpolarized systems, which can be
explained in terms of the density of states (DOS) alone, the
low-bias features in the IVC of F/N structures depend on both
the spin splitting and the DOS. These results lead us to predict
that the minimum of the negative differential resistance and the
maximum and minimum of the spin accumulation shift with
the exchange energy. We will show that the low-bias features
of the IVC seen in Fig. 1, around 0.4 eV, and the negative
differential resistance reported in the I-V characteristics of
Ga(Mn)As/GaAs, by Holmberg et al. [23], are a direct
consequence of the exchange-coupling and the impurity-states
distribution.

In Fig. 2, a schematic band structure of the highly doped
pTGag9sMng g5 As/Alg 36Gag ¢4 As/n T GaAs structure is shown,
under small inverse bias. z; and z, are the Esaki barrier
boundaries. Throughout the paper, we consider impurity
concentrations pt ~ 6x10%°m™3 and nt ~ 1x10%*m3,
and an Algp36GaggsAs stop layer width of 2 nm. In this
approach, we assume a simplified model of the valence-band
structure which does not take into account the effects
of valence-band mixing and thus overestimates the spin
polarization for a given exchange splitting. A detailed picture
of these effects and the valence-band structure of the highly
doped ferromagnetic semiconductor p*(Ga,Mn)As can be
found in Ref. [24], where a 6 x6 Kohn-Luttinger model, with
arbitrary orientation of the magnetization, was considered.
For an accurate calculation of the transmission coefficients,
and hence of the IVC, we use a recently developed approach
to deal with the (four-channel) Schrodinger equation [21].
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FIG. 1. (Color online) I-V characteristics measured by Shiogai
et al. [22] for the spin injector p™GagosMng s As/ntGaAs with stop
layer.
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FIG. 2. (Color online) Schematic band structure of a biased
Esaki potential barrier at the interface of the ferromagnetic/stop
layer/nonmagnetic structure, with spin-split offset A in the valence
band of the p side and the nonequilibrium spin accumulation
electrochemical potential 1,y in the n side.

The main inputs are the transfer matrices M (z;) that connect
state vectors at each side of points z;, such as z;, z4, 20, and
Zr, in Fig. 2 and the transfer matrices M ;(z;,z;) that connect
state vectors in continuous-potential regions, in the barrier. In
the reverse (injection) and forward (extraction) configuration,
we have

O(z,) = Mz, 20)P(er) = (ﬁ; §;) @), (D)

and

Per) = Me(zr.2)®(0) = (‘;5 fj) P @)

where the state vectors
(2) = (9.9 07,00 3)

depending on the energy, are written in terms of propagating
wave functions (o stands for either spin up 41 or spin down |,),

+ [ - 0 —iksz
7) = ——e'f and =——e "y, (4
900'( ) m XU goa' \/E XO' ( )
or of the evanescent functions,
+ do o2 - 9 =40z
()= ——=e""xo and ¢, =——=e " x,. (5)
o 70 o o J0 o
HCI'C, kT,l = \/%[EF,‘ — UT,¢(Z7VI;)] and qr+,0 =

\/Z;L"—;[UM(Z,Vb)— Ep;] are the wave numbers and
Erp;i = Ef,, Ep, are the quasi-Fermi energies. Given the
transfer matrices and taking into account the well-known
relations with the scattering amplitudes, ¢; = (8})‘1

and fg = (82)‘1, one can easily obtain the transmission
coefficients (I and E are dropped to simplify the notation),

Too = ltoo* = 16", L% (©6)

In the upper graph of Fig. 3, the injection (V, < 0) and
extraction (V},, > 0) transmission coefficients, denoted as 7T,
and Tg,, are plotted as functions of the bias potential in the
absence of spin flip. For this figure, we consider an exchange
energy Ar = 0.6 eV, as given by Bouzerar er al. [25] for
ferromagnetic Ga(Mn)As with 5% Mn, and the Fermi level
Ep, at the middle point Eg between the spin-up and the
spin-down band edges. These coefficients grow exponentially,
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FIG. 3. (Color online) Spin-up and spin-down injection and
detection transmission coefficients. These coefficients vanish at

Vy, = Viy and V,, = V;, respectively.

from very small values (at zero bias) to almost 1 for bias
of the order of the energy gap. An important feature is the
vanishing of the extraction coefficients Tg, at the threshold
points V;4 = Ap/2e and V;; = —Ap/2e, where bias aligns
the electrochemical potentials of the nonmagnetic side with the
spin-up and spin-down valence-band edges, respectively. This
feature, clearly seen in the lower panel of Fig. 3, is essential
to explain other quantities’ behavior as functions of V.

When the Fermi level Ef, does not coincide with Eg,
the transmission coefficients are shifted and the threshold
potentials become V;, = (Eg — Epp+0Ar/2)/e. In Fig. 4,
we plot the transmission spin polarization,

Prpg=——-, (7
assuming a Fermi level of 0.112 eV below the middle point £ 2.
The maximum and minimum occur at the threshold points V;4
and V;, separated by the exchange energy. The same happens
with other quantities such as the current spin polarization, the
spin-injection efficiency, and the spin accumulation, defined
as

p.~ J1TH ~ Jor—Joy

T i Jjor+iol
with Q = I, E for injection and extraction, and j, = j;» + jgo-
To obtain these quantities, including the IVC, we need to

, and duy o< —P;, (8)
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FIG. 4. Transmission spin polarization, when Ay = 0.6 eV and
Ep, is 0.112 eV below Eg. The maximum and minimum coincide
with the threshold points. By definition, this is a very sensitive
quantity to vanishing of Tg, at V4 and V.
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evaluate the currents
joe=" / Vo Do (E)Dro(EYT e (EVy) fr(E)gn(E)E.

where ¥ is a geometrical factor, Zy, and P, are the densities
of states in the nonmagnetic and ferromagnetic sides, and
f(E) and g(E) =1 — f(E) are the occupation probabilities.
Since the experiments’ temperature is ~4K, the occupation
probabilities factor becomes §(E — Ep).

In the absence of an agreeable function for the electronic
structure and the impurity-states distribution [17], near the
Fermi level, we assume that the DOS can be written as

D5 = Dko + fios C))

where Y., is proportional to Kane’s y function [26],

E
Yo(E) = / (E — Eoy — §)P/2.7, (£)dE, (10)

and f;, is a function that represents the impurity-states
distributions (ISD). We found this representation for the DOS
quite useful in order to search for a good fitting of the IVC, as
well as to see whether the ISD should be merged or detached.
For example, if we have a DOS, like the one obtained by
Turek et al. [27], for the Tang and Flatt¢ model [28], we
can use the Kane’s function y (for Gaussian .%,), which is
= (E — Eo,)P/* (with p = 3) plus two Gaussians for f;,. The
densities Pk, describe the dotted lines in Fig. 5(a), with an
offset of 0.8 eV that agrees well with numerical values of
A (=Eot — Eq), where E) ~ 0.1 eV. However, the IVC
obtained with this DOS looks like that shown in Fig. 5(b),
with outlines rather different from those in Figs. 1(a) and 1(b).
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FIG. 5. (Color online) The DOS Pk,  (E — E,,)*/* (dotted
lines), superimposed with two Gaussians, fit the DOS obtained
numerically by Turek et al. [27], for the Tang and Flatté model.
(b) The I-V characteristics, when the centers of the Gaussians are at
or near the band edge, shift towards the gap.
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FIG. 6. (Color online) The spin accumulation §uu; o< —P; when
the Gaussian, at the valence-band edges of the DOS in Fig. 5(a), shifts
towards the gap.

So far, it has been impossible for us to fit the low-bias features
of the IVCs using merged ISD.

If we shift the centers p of the Gaussians, at or near the
valence-band edges, towards the gap, the currents in Fig. 5(b)
remain almost the same, though the spin-injection efficiency
P;, and hence the spin accumulation o< — P; plotted in Fig. 6,
changes drastically.

To improve the IVC fitting, we consider DOS with different
ISD, but essentially with the same function P, as for Turek’s
DOS. In the ferromagnetic side, we propose

Dre X €™ (aye,)" an
foreo=E—Ep,—0Ap/2 >0, and
Dre o (—€, )1 (12)

with g=1 for €, <—Ap, g=p for —Ar <e, <0, and a,
and p as fitting parameters. In the nonmagnetic side, we
consider Py, = Pk, (with p = 1). These densities and the
currents are plotted in Fig. 7. It is clear from these graphs
that by increasing p, the impurity-states distribution gets
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FIG. 7. (Color online) (a) The effect of the parameter p on Zr,,
in the neighborhood of the valence-band edges. (b) Total current
through the Esaki barrier for the same parameters of Figs. 4, and the
DOS in Egs. (11) and (12).
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FIG. 8. (Color online) (a) Effects of the attenuation exponent a,
in the IVC. Exponents are chosen to fit Fig. 1, while A is kept
at 0.6 eV. (b) Effects of the exchange energy Ap in the IVCs.
The continuous curves, for A = 0.93, 0.935, and 0.94, account
for the IVCs in Ref. [23]. The graphs for smaller A z’s make visible
the exchange-coupling effect in the IVCs.

detached from the valence band, while the current outline
looks closer to that in Fig. 1. A large amount of band-gap
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states was found in scanning tunneling spectroscopy studies on
(Ga,Mn)As [29].

Each parameter has, in general, a specific effect on the IVC;
an exhaustive analysis will be given elsewhere. We will present
here only the effects of @) and Ar. In Figs. 8(a) and 8(b), we
plot the currents and we can see that the low-bias features of
the I-V characteristics, seen in Fig. 1 and in Fig. 3 of Ref. [23],
are correctly reproduced when a; and A are varied. In these
plots, we had p ~ 10 and Eg = 0.112 eV. These results show
that the minimum of the IVC is related to and grows with the
exchange energy.

In summary, a quantum approach, for spin injection and
spin detection across biased Esaki barriers, was presented. The
vanishing of the transmission coefficients at threshold bias,
determined by the exchange energy, led us to predict a dip or
plateau in the /-V characteristics. We have shown direct effects
of the exchange energy on the distance between the maximum
and minimum of the transmission spin polarization and the
spin accumulation. We have also shown that the minimum of
the negative differential resistance grows with the exchange
energy. Assuming a Kane-like DOS plus an impurity-states
distribution, a good agreement is found with the low-bias
features of experimental IVC. The best agreement is obtained
when the impurity-states distribution is detached from the
valence band.
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