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Tip radius quantification using feature-size mapping of field ion microscopy images
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We are presenting a rapid and straightforward approach to determine the tip radius of sharp tungsten tips
characterized by field ion microscopy. The utilization of certain features with well-known dimensions on the
surface of these tips around the crystallographic [111] direction allows us to increase the accuracy of the radius
measurement by almost one order of magnitude in comparison to standard methods. By employing a few
reasonable approximations, it is possible to derive an analytical expression for the tip radius as a function of the
observed feature size on the microchannel plate and some geometric parameters of the setup. Finally, we show
that field ion microscopy images can be reconstructed on the atomic level by using a perfect hemisphere with
the determined radius as a starting value and a low number of modifications in the topmost surface layers. In
particular, this is useful for quantifying tip-sample interactions and characterizing material properties in atomic
force microscopy.
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Sharp metal tips with defined apex radii are essential for
various surface analysis techniques, in particular, for scanning
probe methods. To date, noncontact atomic force microscopy
(ncAFM) has proven to be a valuable tool for surface
characterization with atomic resolution. Current applications
are, e.g., the quantification of tip-sample force fields [1–4],
high-resolution imaging of molecular structures, or the dis-
crimination of bond orders [5,6]. However, for a quantitative
analysis of intrinsic sample properties—such as chemical
composition, Hamaker constant, surface charge, nanoscale
plasticity, wear resistance, etc.—it is crucial to gain precise
knowledge of the chemical identity and the exact structure of
the tip. From the early days of AFM and increasingly in recent
years, various authors have pointed out the importance of this
basic issue and approached it from completely different sides,
e.g., by using scanning or transmission electron microscopy,
colloidal probe techniques, field ion microscopy, or theoretical
approaches for tip characterization [7–17].

A rather useful way to fulfill the prerequisite of using a
well-defined probe is to functionalize the tip with single atoms
or molecules, which can be picked up from the surface [5,6].
Unfortunately, this very elegant way of producing a defined
tip apex only provides information about the foremost tip
atoms. However, for an exhaustive quantification of the
entire tip-sample interactions (which also include long-range
interactions, such as van der Waals or electrostatic forces) or
for the measurement of nanoscale plasticity or wear properties,
it is necessary to characterize not only the foremost tip atoms
but several atomic layers of the tip apex.

A tool which is capable of acquiring this important infor-
mation very precisely and reliably is the field ion microscope
(FIM) [18–20]. Developed in the early 1950s, it was the
first technique able to resolve single atoms spatially by using
image gas atoms which are field ionized at the tip apex and
accelerated towards a detection screen. Various publications
demonstrate the successful application of field ion microscopy
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to characterize tips used in AFM [10,21–23] and in nanoscale
indentation [9,11,24] measurements.

Theoretical models [25–29] and simulations [30–34] ex-
plaining the formation process of field ion micrographs can
be found in the literature. Depending on the application, field
ion micrographs have been used for the partial reconstruction
of the tip apex and/or for tip radius determination in scanning
probe microscopy [9,10,21–23,35–38].

One commonly used method for tip radius characterization
with FIM is the so-called ring counting method (RCM) [39].
In this method, the “local” tip radius can be obtained by first
identifying certain crystallographic directions on the imaged
tip [see, e.g., Fig. 2(b)] and subsequently counting the number
of “rings” (i.e., monoatomic crystallographic planes) between
two of the identified directions. Therefore, the local tip radius
can only have discrete values which are proportional to the
number of counted rings and the spacing between certain
crystallographic planes. Since the overall tip radius (i.e., the
closest spherical representation of the true crystalline tip
structure) can assume values between two discrete values as
determined by ring counting, this will result in a minimal
error of ±1/2 ring (for the ideal case that the number of rings
could be identified unambiguously). Furthermore, one has to
consider that it is in many cases (depending on the particular
tip structure) difficult to identify the correct number of rings
which have to be counted (even for theoretically calculated
perfect hemispheres). Accordingly, a reliable estimation of
the error in the ring counting method is ± one ring for each
pair of crystallographic directions. Especially for very sharp
tips (i.e., tip radii of a few nm), this can lead to a rather large
relative error of the tip radius [40].

In this Rapid Communication, we propose a method to
determine the radius of tungsten tips with unprecedented
precision based on mapping the size of certain features in
FIM images with known dimensions. Hence, the proposed
approach bears analogy to the well-known usage of stage
micrometers in optical microscopy, though, in our case,
we use an atomic-scale surface feature for calibration. The
recurring appearance of characteristic features in FIM images
of tungsten tips around the [111] crystallographic direction has
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FIG. 1. (Color online) (a)–(c) FIM images showing three possi-
ble (111) terminations of W tips. (d)–(f) Corresponding ball models of
(111) surface layers of the bcc crystal structure. The topmost, second,
and third surface layers are shown in green, light gray, and dark gray,
respectively. The blue lines highlight the boundaries of characteristic
(111) features. In each case, the [111] direction is located in the
center of the features and pointing out of the image plane. The [110]
direction (not shown) is located on the left side of the shown features
(indicated by white arrow) [compare to Fig. 2(b)].

FIG. 2. (Color online) (a) Schematic illustration of the point-
projection model. Black line: true ion trajectory; red line: radial
line for crystallographic direction [h′k′l′]; blue line: approximated
straight line from projection point P to spot on the screen [h′k′l′].
(b) Field ion micrograph with indexed crystallographic directions.
Red dashed box shows field of view used for the tip reconstruction in
Fig. 3(b). Red circle displays boundary of active MCP area (diameter
dMCP = 45 mm). Note that since the position of the [111] and [111]
directions can be determined much more precisely than the [110]
direction, we place this direction in the center between the other
two directions. (c) Schematic illustration of the projection of a surface
feature onto the imaging plane.

been studied in detail before (see, e.g., Refs. [21,22,41–43]).
Figure 1 shows three typical features which are frequently
observed in FIM images of cold-drawn polycrystalline W
wires and can readily serve as a scale for image calibration.
Throughout this Rapid Communication, we will present a
detailed protocol to determine the tip radius by using the
hexagonal “daisylike” surface feature shown in Figs. 1(a)
and 1(d). A further example for a different tip employing the
triangular feature shown in Figs. 1(b) and 1(e) can be found in
the Supplemental Material [44].

The underlying concept of the feature-size mapping (FSM)
method is to relate the observed size of a certain surface feature
imaged on the microchannel plate (MCP) to the radius r of the
used tip. For this, it is necessary to model the trajectories of the
field ionized image gas ions in the FIM projection process. Un-
fortunately, the geometrical description of the true trajectories
of the image gas ions is rather complex. However, for the case
that the distance L between the screen and the tip is much larger
than the tip radius (which can be, in particular, fulfilled for
sharp tips with tip radii in the nm regime), it has been presented
in the literature that a simple approximation of the projection
process, i.e., a point-projection model, can predict the observed
images with sufficient accuracy [25–27,29,45,46].

A schematic drawing of the point-projection model is given
in Fig. 2(a). This model relies on approximating the ion
trajectories with a straight line between the projection point P

and the observed spot on the screen (at the [h′k′l′] direction;
see blue line). If the position of the projection point P would
be fixed, one could give a direct relation between the observed
distance dh′k′l′ between two crystallographic directions on the
screen and the tip radius. Quite the contrary is true: the position
of point P depends on the dimensions of the used setup
and especially on the applied bias voltage between tip and
screen. In other words, by changing the setup (e.g., the distance
between tip and screen) or using a different bias voltage, tips
of different radius can have the same dimensions on the MCP
(note that this is true for the distance dh′k′l′ but not for the
observed feature size; please see Fig. S1(a) in the Supplemental
Material [44] for an illustration). Therefore, the distance dh′k′l′

on the screen cannot be used for radius calibration directly.
The variable position of the projection point is often

expressed by the so-called image compression factor ξ via
P = ξr = (ϑcrys/ϑobs)r , where ϑcrys and ϑobs are the true
and observed angles between the crystallographic directions
[hkl] and [h′k′l′], respectively [45] [see red and blue lines in
Fig. 2(a)]. Here, the point of origin is placed at the surface of
the tip (in the [hkl] direction).

While the angle ϑcrys can be derived from the dot product
between two crystallographic directions,

ϑcrys = arccos

(
[hkl][h′k′l′]

|[hkl]||[h′k′l′]|
)

, (1)

the angle ϑobs can be approximated to

ϑobs = arctan

(
dh′k′l′

L

)
, (2)

if the distance L is much larger than the tip radius r . Since
the cold-drawing process of polycrystalline W wires (which
we used for all experiments) favors the [110] direction as
the tip termination [47] and we are using the surface features
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around the [111] direction for our calibration method, we will
set [hkl] = [110] and [h′k′l′] = [111] in the following (i.e.,
ϑcrys = ϑ111 = 35.26◦). A typical FIM image of such a tip with
indicated crystallographic directions is depicted in Fig. 2(b).

For our FSM method, we have to consider how a certain
feature on the surface of a spherical tip is projected onto
the observation screen. Figure 2(c) shows this projection
schematically for two atoms on the surface of the tip which
are located around a central atom in the [111] direction, i.e.,
it describes the projection in the case of a daisylike surface
feature [see Fig. 1(a)]. This scheme directly reveals the radius
dependence of the two angles ϑin and ϑout between the central
[110] direction and the direction of the corresponding atom in
the surface feature (here we used the indices “in” for the atom
which is closer to the [110] direction and “out” for vice versa),

ϑin/out = ϑ111 ∓ arctan

(
δin/out

r

)
. (3)

Here, δin and δout are the known distances between the
central atom and its neighbors in the (111) plane [compare
to Figs. 1(d)–1(f)]. These two angles (ϑin and ϑout) will result
in two different distances between the projected atoms and
the [110] direction in the imaging plane [denoted as d(ϑin)
and d(ϑout) in Fig. 2(c)]. Therewith, the observed size of the
feature sfeat in the imaging plane is as follows:

sfeat = d(ϑout) − d(ϑin). (4)

In the point-projection model (and for the case L � r), the
distance d(ϑ) between two crystallographic directions in the
imaging plane for an arbitrary angle ϑ between those directions
can be calculated from [25–27,45]

d(ϑ) = L sin ϑ

ξ − 1 + cos ϑ
. (5)

Combining the equations specified above allows us to calculate
the size of the feature on the screen sfeat as a function of
the tip radius (note that all other parameters can be either
measured from the setup—such as the tip-MCP distance L—or
calculated from the crystallographic bcc structure of W, such
as the angles ϑ111/in/out or distances δin/out). This calculated
feature size can be compared to the measured feature size on
the FIM image.

Figure 3(a) shows a FIM image of a W tip which comprises
the daisylike feature around the [111] direction (highlighted
in green). The positions of the high-intensity spots (i.e., kink
atoms) were detected precisely with a custom-made MATH-
EMATICA routine using standard built-in imaging processing
functions (highlighted with gray spheres). After calibrating
the image dimensions by using the known diameter of the
MCP [see red circle in Fig. 2(b)], the observed feature size
sfeat,obs can be determined directly from this image.

In Figs. 4(a) and 4(b), we have plotted the relative deviation
δs between the observed feature size in the FIM image and the
calculated feature size from the point-projection model as a
function of the tip-MCP distance L and the tip radius r . δs

was calculated via

δs = |sfeat,obs − sfeat,calc|
sfeat,obs

. (6)

FIG. 3. (Color online) (a) FIM image (UFIM = 7.3 kV, pHe =
3 × 10−5 mbar). Software-detected high-intensity spots highlighted
with gray spheres. High-intensity spots around the [111]/[111̄] termi-
nation are shown with green spheres. Blue line displays the boundary
of observed (111)/(111̄) features. Observed feature size sfeat for (111)
termination and MCP scale shown with white bar. (b) Superposition of
reconstructed point-projection image and FIM image. Only kink site
atoms with seven or more missing (nearest/second-nearest) bonds
were considered for the projection [48]. Projected atoms with a
high-intensity spot at a distance smaller than the spot radius of (a)
are shown in dark green. (c) Ball model showing deviation between
reconstruction and perfect sphere with removed/added atoms shown
in white/green color and atoms part of perfect sphere shown in gray
color, respectively. For the ball model, a radius of 5.25 nm was used,
which is the closest value to the fitted radius from the feature-size
mapping method that results in the daisylike (111) surface feature.

Interestingly, these plots reveal a very strong dependence of δs

on the tip radius, on the one hand, but a rather weak dependence
on the distance L, on the other hand. The final outcome of the
presented FSM approach is depicted in Fig. 4(c). Here the
“best-fitting radius” (i.e., the radius where δs is at its minimal
value in graphs 4(a) and 4(b)] is plotted as a function of
the tip-MCP distance L for three different MCP diameters
dMCP. The tip-MCP distance in the used setup was measured
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FIG. 4. (Color online) (a),(b) Relative deviation between ob-
served and calculated feature size as a function of tip radius r and
tip-MCP distance L. (b) Zoom into smaller radius window. (c) “Best-
fitting radius” as a function of tip-MCP distance L and MCP size
dMCP. Values for the [111]/[111] directions are shown as empty/filled
symbols, respectively. Gray dashed lines mark the expected radius
window for L = 50 ± 2 mm and dMCP = 45 ± 4.5 mm.

to be L = 50 ± 2 mm. If we assume a 10% error for the MCP
diameter (dMCP = 45 mm, taken from data sheet), the resulting
tip radius including its error is r = 5.18 ± 0.16 nm [49].
A second example where the tip radius was determined by
using the FSM method revealing similar accuracy is given in
the Supplemental Material [44] (in which a full set of used
parameters for both tips can be found in Table S1). If we apply
the ring counting method for the tip shown above, we end up
with a tip radius of rRCM = 4.96 ± 1.52 nm, which is almost
one order of magnitude less accurate (please see Table S1 for
detailed information on counted number of rings and tip radii
for different directions).

To check the validity of the presented method and to gain
more information about the exact structure of the field ion
microscopy characterized tips—which is, in particular, useful
for quantitative interaction measurements via AFM—we have
performed an atom by atom reconstruction of the shown tip.
As a starting point, we generated a ball model of a perfect
sphere with radius r as determined from the FSM method.
Subsequently, the kink atoms of this sphere were projected
onto the imaging plane using the point-projection model. By
adjusting the shape of the sphere, i.e., removing or adding
single atoms at certain positions in the topmost atomic layers,
we could achieve a nearly perfect match between the positions
of the high-intensity spots of the FIM image and the projected
kink atom positions. An overlay of the FIM image with the
projected kink atom positions is shown in Fig. 3(b), while the
modifications needed to achieve this stage of agreement are
depicted in Fig. 3(c).

Finally, we would like to point out that it is possible
to derive a direct functional relationship for the radius r

with some first-order approximations for the trigonometric
functions in Eqs. (3) and (5). Using, e.g., arctan(δin/r) ≈ δin/r

and (δin/r)2 ≈ 0, which is a reasonable approximation even
for very sharp tips of a few nm radius, we can obtain the
following analytical expression for r (further explanations on
the derivation and specific hints on dealing with “nondaisylike”
features as shown in Figs. 1(b) and 1(c) are given in the
Supplemental Material [44]):

r ≈ L(δin + δout)[1 + (ξ − 1)cos(ϑ111)]

sfeat,obs[ξ − 1 + cos(ϑ111)]2
. (7)

Applying this equation to the tip presented above results in a
tip radius of r = 5.20 nm, which deviates only by 0.4 % from
the solution of the “full-size” approach.

At this point, we have to note that the quality of the
FSM approach relies on a few requirements. First of all, it
is important that the FIM images are not distorted, since this
will affect the validity of the point-projection model. Besides,
a hemispherical tip shape was assumed. The theoretical
reconstruction of the FIM images with the ball model reveals
that these two prerequisites are largely fulfilled in the presented
case since the images show good agreement for a low number
of modifications [see Figs. 3(b) and 3(c), and see Figure S2
of the Supplemental Material [44]). Furthermore, we have
noticed that using slightly different starting radii for the
image reconstruction will result in a significant increase in
the number of surface modifications needed to resemble the
true tip structure (not shown). This also indicates that tip radii
determined by the FSM method are reliable.

In addition, we assumed that the image compression factor
is constant for the two different angles ϑin/out (which is an
inherent feature of the point-projection model). Finite-element
simulations of ion trajectories for tips with typical shank angles
and tip radii proof that this assumption is allowed for angles
which are in the same range [46]. And it is, of course, important
to identify the used surface features unambiguously, i.e., the
method can only work if features with correct dimensions are
utilized for the calibration. For this, we considered it very
helpful to slightly field evaporate the tips during FIM imaging
until a clean and well-defined state of the tip was reached.

In conclusion, we have presented and validated a straight-
forward approach to determine the tip radius of FIM character-
ized W tips, which improves the accuracy by almost an order of
magnitude. In addition, an approximate analytical expression
for the tip radius as a function of the observed feature size was
derived which can be easily applied. This will enable a more
precise identification of the topmost structure of AFM tips,
which is necessary to quantify interactions at the atomic level.
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