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Resistive switching, i.e., the remanent (reversible) change of a device’s resistance, is a widely investigated
phenomenon as it holds the prospect for realizing high density memory devices. Resistive switching has also
been observed in organic semiconductors; however, a clear understanding of the underlying physics could not yet
be obtained. Possible options are for example interface effects at the electrodes or the formation and destruction
of filaments. Here we present resistive switching in an organic spin valve based on tunneling anisotropic
magnetoresistance. Similar to experiments in conventional spin-valve devices with two ferromagnetic electrodes
we observe a modulation of the magnetoresistance by the electrical switching. However, as the magnetoresistance
effect’s origin is unambiguously clear, which is not always the case for effects in conventional structures, it can
be exploited to prove that a tunnel barrier exists at the interface between the ferromagnetic oxide electrode and
the organic semiconductor. Furthermore our experiments reveal that this barrier is reversibly modified during the
switching, which causes both the change in magnetoresistance and total device resistance. Quantitative analysis
indicates that the barrier is situated in the oxide layer. A phenomenological model provides a full description of
the microscopic processes involved in the resistive switching.
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I. INTRODUCTION

Resistive switching (RS) was first demonstrated in 1962 [1].
It gained technological interest in the 1990s and then became a
wider research area when the first memristor devices [2] were
realized. RS is used as a keyword for phenomena that comprise
the nonvolatile and often reversible modification of a device’s
electrical resistance R, typically initiated by the application
of a voltage or current pulse. Frequently, RS is observed in
vertical metal-insulator-metal structures where the insulating
layer is an oxide [1,3–12]. A lot of models explaining the
RS phenomenon for a specific material system have been
proposed [4–14], some of them elucidating the importance
of oxygen vacancies (VOs) in the oxide layer [6–10,12] that
can be formed/removed, for instance, by electrochemical redox
reactions [8,10,12,15].

In recent years, RS also has been demonstrated in devices
comprising an organic semiconductor layer instead of an inor-
ganic insulator [16–25]. Although most of these experiments
were undertaken for structures with nonmagnetic electrodes,
also a few results exist from organic spin valves, i.e., devices
with ferromagnetic contacts [20,23,25]. In a spin valve the
device resistance can be switched between two well defined
states by applying a magnetic field, which is referred to as
spin-valve behavior or magnetoresistance. Hueso et al. [20]
were the first to show a device which exhibits both effects, RS
and magnetoresistance, thus giving prospect to multifunctional
applications [25]. However, in most cases the origin of the
magnetoresistance in organic spin valves is unclear [26,27]
because it is difficult to say whether the device resistance
originates from charge transport through the semiconductor,
tunneling, or both. In addition, the interfaces between the
organic semiconductor and the electrodes often include tunnel
barriers which can contribute a substantial part of the device
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resistance [28,29]. Understanding of the physics behind the
spin-valve functionality and its interplay with RS is thus still
rather poor and therefore requires additional experiments.

Tunneling anisotropic magnetoresistance (TAMR) [30] is
another magnetoresistance effect that can be observed in
spin-valve-like devices with only one ferromagnetic electrode.
It has been shown that TAMR can mimic spin-valve behavior in
inorganic [30–33] and likewise in organic devices [34]. In the
latter the ferromagnetic electrode usually is a La0.7Sr0.3MnO3

(LSMO) layer. In contrast to the magnetoresistance in conven-
tional organic spin valves, results obtained in organic TAMR
devices can be interpreted in a very straightforward manner. If
TAMR is observed its origin is unambiguously tunneling into
or from the crystalline ferromagnetic electrode.

We have studied RS and TAMR in LSMO-organic
semiconductor-Cu structures where we observe a clear inter-
action between both effects. In these structures TAMR is used
for probing the tunnel barrier between the LSMO electrode
and the organic semiconductor. Our key result is a decisive
proof that this injection barrier is modified during the RS
measurements, which has been analyzed qualitatively and, to
a certain extent, quantitatively by I/V characterization. All
experimental results are condensed into a model that is based
on the formation, motion, and removal of pairs of a VO and
an interstitial oxygen ion at the LSMO-organic-semiconductor
interface.

II. EXPERIMENTAL PROCEDURES

A. Sample fabrication

The TAMR devices under investigation are standard vertical
transport structures. One sample consists of 8 single devices
(active area 200×150 μm2) that share a common LSMO
bottom contact. The sample fabrication was performed in
a UHV-cluster system allowing for the use of different
deposition methods without breaking the vacuum (pulsed laser
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FIG. 1. (Color online) Schematic top view on a sample with 4
TAMR structures, cross section of a single device, cross section of
the sample, and molecular structure of the organic semiconductor
tris-(8-hydroxyquinoline)aluminium (AlQ3).

deposition, electron beam evaporation of metals and insulators,
sputtering of metals, organic molecular beam deposition).
Furthermore a system for the in situ exchange of solid shadow
masks (made of 100 μm thick stainless steel) is attached to the
UHV cluster.

A schematic representation of a sample (top view and cross
sections) is shown in Fig. 1. The samples are fabricated on
strontium titanate (001) substrates on which first a film of
LSMO (thickness 20 nm) is deposited by pulsed laser deposi-
tion. Subsequently the sample is prepared for the shadow mask
deposition system and all following steps are performed in situ.
The LSMO layer is patterned indirectly by depositing two
layers of alumina (AlOx, electron beam evaporation) leaving
uncovered a stripe of 200 μm× 5 mm. This stripe serves as
common bottom contact for all devices. The first alumina
layer defines the dimension of this stripe and is rather thin
(thickness 15 nm) in order to avoid shadow effects during the
deposition of the other materials. The second one, deposited
on top of the first, is thicker (thickness 100 nm) to ensure
good insulating behavior at high voltages and mechanical
stability during later ultrasonic bonding. The following organic
semiconductor is thermally evaporated (organic molecular
beam deposition) from a Knudsen cell. This layer is made of
tris-(8-hydroxyquinoline)aluminium [AlQ3, thickness 60 nm,
molecular structure shown in Fig. 1(a)], one of the standard

materials in organic spintronics research [20,26,27,35–38].
During the AlQ3 deposition a shadow mask with a large
rectangular window is used. Subsequently dc sputtering is
applied to deposit the Cu top contact (thickness 20 nm) and
the Ru capping layer (thickness 10 nm) through a shadow
mask with 8 stripe-shaped openings (width 150 μm) defining
the separate devices. The last step is the evaporation of Ti/Au
contact pads by electron beam evaporation. With this process
clean and reproducible interfaces are achieved. Furthermore it
is important to note that whenever electron beam evaporation
is used the sensitive device area is covered by the respective
shadow mask in order to avoid side effects caused by eventual
x-ray or electron emission from the evaporator [39].

B. Transport measurements

All transport experiments, the investigation of TAMR and
RS, were conducted at 4.2 K in a 4He bath cryostate with a 3D
vector magnet with which magnetic fields up to 400 mT can
be applied in any direction in space. The device resistance was
measured using a current amplifier with variable gain and an
Agilent 34420A nanovolt/micro-ohm meter. The bias voltage
and voltage pulses are supplied by a self-built high-precision
digital-to-analog converter.

In the RS measurements short voltage pulses of increasing/
decreasing height (Upulse, pulse length tpulse = 50 ms) are
applied to the device where U is applied to the top contact and
the LSMO electrode represents electric ground [see Fig. 1(c)].
In between the pulses the device resistance is measured at
a low bias voltage of Ubias = 1 mV. The choice of this
technique is motivated by a substantial simplification of the
results’ interpretation. As the device resistance is measured at
a fixed Ubias a potential nonlinearity of the I/V curve does
not appear in the RS trace and any change of the device
resistance is reflected in the measurement data immediately
and unambiguously. Thus, this method yields clear results and
an enhanced controllability of the experiment.

III. RESULTS AND DISCUSSION

A. Resistive switching behavior

The RS observed in our devices is induced by applying
voltage pulses (Upulse) as described above. We quantify RS
by plotting the device resistance over Upulse. Upulse is applied
in a sequence of steps in a range between ±10 V whereby
the maximum range used for a specific measurement is device
dependent. The exemplary result shown in Fig. 2(a) is obtained
by using pulse heights in the ∼±2.6 V regime. The initial state
has the minimum device resistance (base resistance state, BRS,
RBRS ≈ 1.6 k�). When a positive voltage pulse is applied the
device resistance does not change to a measurable extent [for
the sake of clarity, parts of the trace with constant device
resistance are omitted in Fig. 2(a)]. At high negative Upulse

(∼−2.55 V, blue/dark gray curve), however, a sharp increase
of the device resistance resulting in the low resistance state
(LRS, RLRS) is observed. RLRS depends on the magnitude
of the minimum Upulse and can be as high as RLRS ≈ 5 k�

for the present device. Starting from the LRS, subsequently
voltage pulses with opposite polarity are applied. For the
case of bipolar switching [3] one would expect a constant
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FIG. 2. (Color online) Basic features of the resistive switching in organic TAMR devices. (a) A full RS hysteresis showing the three
resistive states mentioned in the text: BRS is the base resistance state (minimum device resistance), LRS the low resistance state reached by
applying sufficiently high negative voltage pulses (as shown in the inset), and HRS the high resistance state, which is accessible from the LRS
by applying intermediate Upulse in the positive regime. Higher positive voltage pulses result in a switching to the BRS again. Sweeps from
maximum positive/negative Upulse to Upulse = 0 V yield a constant device resistance and therefore are omitted. (b) The height of the maximum
in the HRS depends on the previously prepared LRS state as shown for three different cycles. Different LRSs can be achieved by stopping the
sweep in the negative Upulse regime at different pulse heights. (c) The relation between RHRS and RLRS is linear.

device resistance until at a certain threshold the device is
set back to the BRS. Although at relatively high positive
Upulse indeed the BRS is restored, intermediate positive
pulses yield a remarkable result, namely a further increase in
device resistance and a sharp maximum at Upulse ≈ +1.1 V
(high resistance state, HRS, RHRS). Hence, in contrast to
conventional bipolar switching the RS signal in our devices
comprises at least the three distinguished states marked in
Fig. 2(a).

As shown in Fig. 2(b) RHRS is correlated with the previously
prepared LRS. Apparently this correlation is linear as the
summary of several RS sweeps with different LRSs and
consequently different HRSs in Fig. 2(c) reveals.

B. TAMR analysis

TAMR originates from spin-orbit coupling in a ferro-
magnetic electrode consisting of a material with magne-
tocrystalline anisotropy [30]. When in such a material the
magnetization vector is rotated with respect to the lattice,
the spin-orbit coupling causes a change in the k dependence
of the density of states. If this electrode is part of a
tunnel junction hereby the tunneling probability and thus the
tunneling resistance is changed. For a material with a biaxial
anisotropy and a symmetry breaking between the two easy
axes, which applies to the LSMO used in our experiment
[40], TAMR can mimic spin-valve behavior [30]. For such a
configuration any magnetic field (Bip) sweep in the plane along
any direction ϕ off the easy axes results in a magnetization
reversal in two 90 ◦ steps [Fig. 3(a)] [41]. In consequence,
the resulting magnetoresistance trace comprises two different
tunneling resistance states (RH/L) and bears resemblance to
a typical spin-valve signal [Fig. 3(b)]. Already in a previous
work TAMR has been demonstrated for organic devices based
on an LSMO electrode [34]. Also in the present structures
we obviously observe TAMR as revealed by the typical

magnetoresistance result recorded at T = 4.2 K [device in the
BRS, Fig. 3(c)]. In order to unambiguously identify TAMR
the measurement was repeated for ϕ = 0◦–180◦ yielding
the signals summarized in Fig. 3(d). These data contain
all typical features of TAMR, namely an angle-dependent
sign change of the effect, the shift of the switching fields
(named Bc,1/2), and the absence of the spin-valve signature
for distinguished ϕ. Further confirmation for TAMR comes
from superconducting quantum interference device (SQUID)
analysis of the structures (bottom panels of Fig. 4) which
is used to investigate the LSMO electrode’s magnetization
reversal when Bip is applied off the easy axes (denoted by
ϕoff in Fig. 4). The hysteresis loops unmistakably show that
the magnetization is reversed in two steps. A comparison
with the magnetoresistance traces in the top panels of Fig. 4
indicates that these two steps occur at the same fields as the
magnetoresistive switching between the two resistance states.

The presence of TAMR clearly shows that part of the device
resistance stems from a tunnel barrier which also is reflected
in the nonlinear I/V curves [see Fig. 14(a) in Appendix B].
As TAMR can only occur when charge carriers are extracted
from or injected into the LSMO electrode, the effect must
be originating from the interface between the LSMO and the
AlQ3 layer. As already mentioned before, charge injection into
an organic semiconductor via a tunnel barrier is a very likely
scenario [28,29]. Control experiments in structures where the
AlQ3 layer is omitted and where no effect, neither TAMR nor
RS, is observed underline the governing role of this specific
interface.

C. Analysis of the resistive switching effect

We have used two methods of analysis in order to gain
insight into the underlying physics of the RS behavior. The
first straightforward method is to check whether the TAMR
response changes when the device resistance is set to different
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GRÜNEWALD, HOMONNAY, KLEINLEIN, AND SCHMIDT PHYSICAL REVIEW B 90, 205208 (2014)

FIG. 3. (Color online) Summary of TAMR results obtained
from magnetotransport studies in an LSMO-AlQ3-Cu device.
(a), (b) Schematic representation of the double step magnetization
reversal of the LSMO electrode and the resulting magnetoresistance
curve. Characteristic switching steps are denoted by numbers. (c)
Single magnetoresistance measurement for one in-plane direction ϕ

exhibiting TAMR. The device resistance clearly is switched between
two distinct resistance states (RL and RH ) that can be attributed to
the LSMO layer being magnetized along one of the two respective
easy axes. The magnetoresistance ratio TAMRabs/RL is ∼0.75%.
(d) Results of several magnetoresistance measurements with different
ϕ (single curves are offset by ∼16 � for the sake of clarity) reveal
all typical features of TAMR. A clear shifting of the switching fields
Bc,1/2 as well as a change of the effect’s sign is observed when ϕ is
changed. For distinguished directions the effect vanishes identifying
those as the easy axes of the LSMO electrode.

values. As this change is indeed observed, qualitative and
quantitative information concerning a potential modification
of the tunnel barrier is obtained by the second procedure,
an evaluation of I/V curves. A number of HRSs with
RHRS in the range of 5–120 k� have been prepared and
investigated employing standard magnetotransport and I/V
characterization. After the investigation of a unique HRS the
BRS is reestablished and the next HRS is set.

In the first place, the TAMR amplitude is now analyzed
as absolute resistance difference TAMRabs as indicated in
Fig. 3(c). In Fig. 5(a) TAMRabs is plotted against the respective
RHRS. Obviously, there is a clear correlation between TAMRabs

and RHRS that appears as a linear increase of TAMRabs

for RHRS � 85 k�, while for higher RHRS the absolute ef-
fect size apparently saturates. As the relative TAMR ratio
[TAMRabs/RL, inset of Fig. 5(a)] is also raised significantly,
a pure scaling of TAMR proportional to a scaled device
resistance can be excluded. Instead, we assume that the
total resistance is composed of the tunnel barrier and a
series resistance. During the RS the resistance of the tunnel
barrier increases and the TAMR scales with this increase,

FIG. 4. (Color online) Comparison of single TAMR traces with
SQUID measurements done by applying the magnetic field along
identical orientations (denoted by the offset from the easy axis ϕoff),
respectively, evidencing that the LSMO’s magnetization is reversed in
two steps. The Bc,1/2 in SQUID and magnetoresistance measurement
coincide. All measurements at T = 4.2 K and Ubias = 5 mV.

thus enhancing the ratio TAMRabs/RL. This can be explained
by modifications of either the LSMO electrode’s density
of states or the tunnel barrier itself. Alternative theoretical
approaches to TAMR amplitudes as high as they are observed
here (TAMRrel ≈ 20% as shown in Fig. 5(b) is more than the
sixfold of the typical values reported so far [30–33]) can be
found in the work of Gould et al. [30]. However, these models
are omitted here because they usually comprise fundamental
improvements of the buried injection interface that are not
consistent with a voltage-induced modification.

Thus, the results in Fig. 5(a) indicate a modification of
the tunnel barrier. For the following discussion and evaluation
of the data it is now assumed that this injection barrier is
composed of two components which are the actual interface
injection barrier at the LSMO-AlQ3 contact (contact barrier)
and an adjacent barrier at the LSMO layer’s surface. All results
we have shown so far clearly reveal that already at small bias
voltages a measurable current is driven through our devices
and hence the interface injection barrier must be rather low.
This likewise is reported in various other studies investigating
organic spin valves [20,26,27,35,37] and can be explained by
the formation of either hybridization-induced states [42] or a
dipole at the interface LSMO-AlQ3 [29,43]. Furthermore this
contact barrier can be regarded as stable whereas the tunnel
barrier located at the LSMO layer’s surface is variable as
will be demonstrated by the following analysis of I/V curves
collected for different HRSs.

In order to derive barrier parameters, e.g., barrier width
dbarrier and energetic height �0, from I/V curves it is necessary
that the current flow be homogeneous over the whole barrier.
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FIG. 5. (Color online) Magnetotransport measurements are undertaken for different HRSs of the same device. (a) The results unambiguously
reveal a clear interaction between the RS and TAMR effect. The latter is enhanced with increasing RHRS suggesting a modification of the
injection barrier. (b)–(e) Single MR traces show the reproducibility of the spin-valve-like signal caused by TAMR at different RHRS. The dashed
and dotted lines indicate the average high and low resistance used for the calculation of the error in a single measurement. The error bars in (a)
are derived from averaging results of several single MR measurements for each RHRS.

This is only the case if the resistance of the materials on both
sides of the barrier is small enough compared to the barrier
resistance. Although the in-plane resistance of the LSMO is
experimentally determined to be �100 � and hence much
smaller than the total device resistance, estimating the current
distribution can prove difficult. We have thus performed finite
element simulations using our material parameters and the
measured device resistance which show that the assumption of
two equipotential planes on both sides of the barrier is justified
and indicate that the density of the tunneling current is constant
over the whole device area (see also Appendix A). It is thus
allowed to treat the device as one-dimensional as illustrated in
Fig. 6(a) and to calculate the current density j by dividing the
current by the active device area.

Subsequently the differential tunnel conductance dj/dUbias

can be derived from j for the evaluation of the I/V charac-
teristics. This data is then analyzed using the Simmons model
[44] which can be applied when the bias voltage is small
compared to the barrier height (for larger bias other models
like Fowler Nordheim tunneling [45] must be employed). In
our analysis we only fit data below ±5 mV [see also Fig. 14(b)
in Appendix B] yielding a perfect parabolic fit. At the same
time the very low bias voltages investigated allow us to average
the height of the barrier, i.e., to treat the barrier as basically
rectangular [44], and to assume that any tilt of the barrier due
to the bias is small compared to the barrier height �0, both
other important prerequisites for the Simmons fit’s evaluation
outlined in detail in Appendix B. This procedure allows for the
determination of dbarrier and �0 from a parabolic fit to dj/dUbias

[Eqs. (B2) and (B3) in Appendix B]. For simplification
we furthermore assume that the barrier resistance dominates
the device resistance and contributions from other parts of the
device can be neglected. This is justified by the observed rise
in TAMR with increasing device resistance.

First, I/V curves recorded together with the TAMR mea-
surements summarized in Fig. 5 are investigated yielding the
results shown in Figs. 6(b) and 6(c). In order to get a clearer
picture of the effect we plot the respective difference between
dbarrier and �0 in the high resistance state and their initial values

FIG. 6. (Color online) Experimental evidence for the injection
barrier’s modification due to the application of voltage pulses.
(a) The analysis of the tunnel barrier at the LSMO-AlQ3 interface
is undertaken assuming this one-dimensional representation of the
device which is supported by simulation results. (b), (c) Quantitative
analysis of the barrier modification obtained from Simmons fits to I/V
curves taken at different HRSs. The barrier parameters are displayed
as difference to the respective values obtained for the BRS. The error
bars are calculated from the fit parameters.

205208-5
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FIG. 7. (Color online) Quantitative analysis of the barrier mod-
ification [barrier thickness in (b) and barrier height in (c)] obtained
from Simmons fits to I/V curves recorded during the RS loop shown
in (a).

in the base resistance state. These data show that the tunnel
barrier at the LSMO-AlQ3 interface gets thicker and lower
with increasing RHRS.

The same analysis is performed for I/V characteristics
acquired during a RS loop in another device. The determined
�dbarrier and ��0 are shown in Fig. 7 together with the cor-
responding RS trace. The results are consistent with those
discussed above. Whenever an increase of the device resistance
is observed, dbarrier is enhanced and �0 is reduced and vice
versa. Furthermore, it gets clear that after the cycle, i.e.,
when the BRS is restored at high positive Upulse, the barrier is
completely reset to its initial state.

Further characteristic features of the RS effect can be
unveiled by performing RS minor loops. The minor loops are
taken using pulse voltages between those necessary to establish
the LRS or the HRS (ULRS, UHRS). They are reproducible when
repeated using the same sweep parameters for Upulse. Starting
from the LRS [blue/dark gray line in Fig. 8(a)], a minor loop
(green/light gray line) comprises a Upulse sweep from a negative
start value to a positive Ustop (which is below UHRS) and back.
Ustop is chosen such that the sweep direction is reversed at
an intermediate resistive state (IRS, RIRS) on the rising edge
between the LRS and HRS. Hereby, a closed and nearly
symmetric hysteresis loop (height �RML = RIRS − RLRS) is
obtained.

On the basis of the same LRS, minor loops with different
height and width can be run by varying Ustop as exemplary
shown for five values of Ustop in Fig. 8(b). Evidently,

the negative Upulse required for resetting the LRS roughly
corresponds to −Ustop. When the LRS is reached again, a
further decrease of Upulse yields no further change in device
resistance until ULRS is surpassed. It should be pointed out
here that this minor-loop effect can be described as RS in the
sense of the commonly known bipolar switching between two
resistive states.

For RS minor loops the barrier parameters’ dynamics also
are characterized by the analysis of I/V responses taken during
a minor-loop measurement similarly as shown in Fig. 7 for a
full RS hysteresis. The minor loop under investigation can
be found in Fig. 8(c). The barrier parameters are displayed as
differences to the respective values obtained for the underlying
LRS in Figs. 8(d) and 8(e). Besides the already discussed
behavior of increasing (decreasing) barrier thickness (height)
with increasing device resistance these results reveal that again
after a full and closed minor loop the initial barrier obviously
is restored.

Furthermore, we have investigated the stability of the
resistive states with respect to a temperature increase. The
state under investigation is prepared at T = 4.2 K. T is then
increased to Theat = 290 K. After 10 minutes at Theat the sample
is cooled to 4.2 K again. I/V curves are recorded at 4.2 K before
and after the heating-cooling cycle. In a first experiment, this
procedure is performed for three distinguished states, namely
the BRS, the LRS, and one IRS (with �RML ≈ 1 k�). These
states are marked on the corresponding RS trace in Fig. 9(a).
From a comparison of the two I/V curves recorded for each
state we can conclude that the BRS and LRS are not influenced
by the interim temperature change (Fig. 15 in Appendix C).
However, in the case of the IRS a decrease of the device
resistance is measured after the heating-cooling cycle. �RML

is reduced by ∼55% as illustrated by the green/light gray
arrow in Fig. 9(a). This thermally induced change of the device
resistance, which is referred to as �RT hereafter, again is due
to a decrease of dbarrier and an increase of �0. Hence, one
can conclude here that the barrier’s modifications initiated
by Upulse during the transition LRS → IRS can partially be
reversed by thermal activation, which is not the case for the
change BRS → LRS. Similar observations of such a resistive
state’s relaxation and its temperature dependence can be found
in the literature for RS in other perovskites as well, for example
for Pr0.7Ca0.7MnO3 [6].

If after the temperature cycle the positive Upulse that was
used for the preparation of the IRS is again applied at T =
4.2 K the initial IRS is regained. If, however, the minor loop
that has been interrupted for the heating-cooling procedure is
continued from the reduced IRS by a suitable sweep towards
negative Upulse the original LRS is restored. As a consequence
of this, �RT can be analyzed for different Theat but for the same
minor-loop parameters, i.e., the same LRS and IRS, using the
following protocol. Having set the LRS, the IRS is prepared
and a heating-cooling cycle including the aforementioned I/V
characterization is performed. Finally, the minor loop is closed,
i.e., the LRS is restored and serves as starting point of the
next cycle with a different Theat. The same sweep parameters
corresponding to RLRS ≈ 0.55 k� and RIRS ≈ 1.55 k� are
used for all Theat = 20–290 K.

Figure 9(b) shows the results of such an experiment for
�RT and the modifications of the barrier parameters �dbarrier
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FIG. 8. (Color online) Analysis of the RS behavior using minor loops. (a) Minor loop (green/light gray line) after preparation of the LRS
(blue/dark gray line). The Upulse-sweep direction is reversed on the rising edge between the LRS and HRS at Ustop. The dashed orange trace is
recorded after the minor-loop measurement. (b) Minor loops acquired with different Ustop exhibit different heights �RML and widths. Sweeping
back from any IRS always yields the same LRS. (c)–(e) Quantitative analysis of the barrier modification [barrier thickness in (d) and barrier
height in (e)] obtained from Simmons fits to I/V curves recorded during the minor loop shown in (c).

and ��0. The data are represented as relative values with
respect to those present before the heating-cooling cycle.
Evidently, for Theat < 100 K we do not observe a substantial
change of the IRS, whereas for higher Theat an increase of
|�RT | along with corresponding changes in dbarrier and �0

appears. The maximum �RT ≈ −0.55×�RML is observed
for Theat = 290 K.

As a final remark, it should be mentioned that, from
device to device, variations of the devices’ resistance of
approximately one order of magnitude are measured directly
after sample fabrication. This suggests that different interfacial
tunnel barriers may be present in the first place. Hence, it is
very likely that likewise the specific features of a device with
respect to the observed RS dynamics are determined by local
characteristics of the interface LSMO-AlQ3.

IV. PHENOMENOLOGICAL MODEL

A. Description

We propose a model to describe the observed RS behavior
and its interaction with the TAMR effect that is based,
similarly to other models in the literature [4,6–10,12], on
the influence of the LSMO’s local stoichiometry on its
conductivity. Considering oxygen ions that are removed from
lattice sites onto interstitial sites and VOs as species governing

the RS all features of the effect can readily be explained as
will be discussed below.

Effects originating from the AlQ3 layer [19–23,25] cannot
be deemed promising candidates here for the following rea-
sons. RS in AlQ3-based structures with nonmagnetic contacts
either requires an Al/AlQ3 interface [19,21] or a modification
of the organic layer by adding MoO3 nanoparticles or nan-
oclusters during fabrication [22], both preconditions which are
not fulfilled in our devices. The models proposed for organic
spin valves comprising the interface LSMO-AlQ3 involve the
formation and charging of trapping domains [14,23] or the
formation and rupture of highly conducting filaments [20,25]
in the AlQ3 layer, which might explain a bipolar switching but
not the observed increase in TAMR which clearly localizes
the effect at the LSMO surface. Furthermore an increase of
the device resistance for both polarities of the applied voltage
pulse allegedly cannot be integrated into these scenarios in a
straightforward and intuitive manner.

Instead, as already mentioned, a plausible and equally
fundamental explanation can be derived from the experimental
results assuming the origin of the RS in the LSMO electrode.
Changing the stoichiometry of perovskites like LSMO with
respect to the oxygen content by only a few percent can cause
substantial modifications of the material, e.g., with respect
to its structure, magnetization, and/or conductivity [46–49].
Usually, the oxygen content, and hereby the VO concentration,
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FIG. 9. (Color online) Analysis of the RS behavior employing
heating-cooling cycles. (a) Summary of the experiment comprising
an interim temperature change (heating-cooling cycle) for three
distinguished resistive states (BRS, LRS, and IRS). Only the IRS
is substantially modified which is established as a reduction of �RML

by �RT . (b) The effect of a temperature increase is investigated
for different temperature set points Theat. I/V characterization and
Simmons fits are employed to analyze the tunnel barrier. The
difference of the respective values obtained before and after the
heating-cooling cycle are plotted as relative values (error bars:
standard deviation for �RT , calculated from fit parameters for dbarrier

and �0). A substantial modification is observed for Theat � 100 K
only.

is tuned either during layer growth [46–48] or afterwards
for example by annealing [49]. Furthermore, it is confirmed
that VOs can be created/removed by electrochemical redox
reactions in perovskites [4,8]. Recently, it has been clearly
demonstrated that reactions altering the VO content of an oxide
can also be initiated by strong electric fields [15].

In the following discussion the RS, which obviously is
more complex than common bipolar switching, is treated
as consisting of two separate components. They can be
distinguished by temperature stability of the resistive states
that are involved in the respective component. Thus, the first
part comprises the transitions BRS → LRS and HRS → BRS
at high |Upulse| which is stable upon increasing temperature. It
is referred to as major loop hereafter [blue/dark gray curves
in Fig. 10(a)]. The second feature is the aforementioned
minor loop [orange/light gray curve in Fig. 10(a)], i.e., the
transitions LRS → IRS/HRS and back, for which significant
modifications are observed at elevated temperatures.

As stated above, the minor loop is not observed without
prior preparation of the LRS. This, on one side, allows
us to consider the major-loop switchings as processes that
enable/disable the minor-loop functionality. On the other side,
this fact suggests that some link between the two components
has to be taken into account. This link is provided by the
key assumption that only pairs of one VO and one interstitial
oxygen ion (O2−

is ), respectively, are involved in the microscopic
mechanisms behind the RS effect. Both particles can be added
and removed close to the LSMO-AlQ3 interface (major loop)
and equally be moved inside the LSMO (minor loop) as we
will outline below. The oxygen deficiency in the LSMO adds
a variable tunnel barrier to the initial (nonvarying) injection
barrier at the LSMO-AlQ3 interface.

In the following we describe the full process of barrier
formation, modification, and removal. For the sake of clarity
the graphical representation uses the simplified picture of a
rectangular barrier. Although this is a coarse approximation
it is sufficient for the understanding of the effect and for the
basic quantitative consideration as is also done in the Simmons
model [44]. The details of the shape of the barrier can only be
obtained by determining the exact distribution of VOs in the
LSMO layer in the different states which is not accessible in
our experiments.

To simplify the graphical representation we assume that
in the BRS the LSMO is entirely intact; i.e., RBRS originates
from the contact barrier only [Fig. 10(b)]. The presence of
a thin barrier in the BRS is confirmed by the occurrence of
TAMR. For the major loop switching BRS → LRS an increase
of dbarrier is revealed by the I/V analysis. In the proposed
scenario, this transition therefore is equivalent to the creation
of VOs at the interface LSMO-AlQ3, which may be caused
by the following mechanism. At high negative Upulse, oxygen
ions are moved from their lattice sites onto interstitial sites [7],
forming Frenkel pairs with the remaining VOs [Fig. 10(c)]. As
a consequence of the particles’ charge (VOs in perovskites
carry a relative positive charge [50]), the strong electric field
�E results in a separation. VOs are collected at the surface of the
LSMO layer enhancing dbarrier, while the O2−

is are pushed away
from it into the bulk. Additionally, also the barrier height �0

is changed at this point of the RS trace. This is consistent with
the assumption that �0 is proportional to the charge density,
i.e., the concentration of vacancies cVO

, at the interface.
VOs can be regarded as rather mobile defects in per-

ovskite oxides [50] which readily explains the minor-loop
trace. At intermediate positive Upulse, where �E is still too
weak to significantly move the O2−

is ions, VOs are pushed
away from the interface and the device resistance increases
[LRS → IRS/HRS; Figs. 10(d) and 10(e)]. Likewise they are
attracted to it during the minor-loop transition IRS → LRS
(not included in Fig. 10). Hereby both their spatial distribution
and cVO

are changed, leading to a modification of both barrier
parameters and finally a change in device resistance. The
influence of the increasing barrier width is stronger than that
of the decreasing barrier height [44] so a broader distribution
yields a higher device resistance. When Upulse ( �E) reaches
a certain magnitude (strength) in the positive regime, the
VO and O2−

is distributions are approaching each other. This
is because, on the one hand, the O2−

is start to move and, on
the other hand, dbarrier is sufficiently increased. At this point,
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FIG. 10. (Color online) Schematic representation of the proposed model. (a) The model includes the separation of a RS trace into major
and minor loop. Distinct points are marked for which the interface LSMO-AlQ3 is sketched in panels (b)–(g). Arrows in the top of each panel
illustrate the strength and direction of the electric field E and the restoring force FR originating from the lattice distortion that is caused by
the change of stoichiometry. Starting from the BRS (b) the initial negative voltage pulse moves O2−

is from their lattice site into the LSMO as
interstitials, leaving VOs at the surface (c) which are stabilized by lattice strain. An increasing reverse voltage creates a broadening of the VOs’
distribution while keeping their number constant, causing an increase in barrier width and a decrease in barrier height [(d), (e)]. When the field
is high enough VOs and O2−

is recombine (f) and the initial state is restored (g). The intermediate state during the transition HRS → BRS is
labeled hRS here.

the aforementioned creation mechanism can be reversed; i.e.,
effectively VOs are removed and a decrease of the device
resistance is observed in the RS trace [HRS → BRS; Figs. 10(f)
and 10(g)].

Furthermore, the results of the heating-cooling procedure
for the IRS can be explained by this approach. The introduction
of VOs comes along with a lattice distortion [49] which has
a lower energy at the surface. When the VOs are distributed
over a larger volume the distortion creates a higher energy
state. This can be taken into account by introducing a restoring
force FR that is proportional to the spatial extension of the VO

distribution [see Figs. 10(b)–10(g)]. At low temperatures, the
VOs’ mobility is too low to allow for any significant influence
of FR . At elevated temperatures, however, FR can drag the VOs
back to the surface due to their thermally enhanced mobility.
Obviously and as observed experimentally this only applies for
states which depend on the VO distribution’s width, i.e., the IRS
and HRS. The LRS and BRS, on the contrary, already represent

states with a minimized distortion energy. This reasoning is
similar to the one proposed by Nian et al. [6] who likewise
have observed a temperature-dependent relaxation of resistive
states that can be attributed to a strain-enhanced diffusion of
defects (VOs and oxygen ions in Pr0.7Ca0.7MnO3).

B. Application to experimental results

Our phenomenological model does not only yield a qualita-
tive description of the RS effect but likewise can be employed
for a quantitative analysis of experimental results. First, it
allows for a description of the barrier parameters’ dynamics
during the minor loops. In the scenario outlined above the
increase of the device resistance during the RS minor-loop
switching LRS → IRS is due to a motion of VOs in the applied
�E which changes the VO distribution and hereby, in the first
instance, dbarrier. It is now assumed that the VOs’ motion is
influenced by �E only and can be described as a uniformly
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accelerated motion with the velocity vVO
and the acceleration

aVO
:

dbarrier = dbarrier,0 + vVO tpulse = dbarrier,0 + aVO t2
pulse. (1)

dbarrier,0 is the initial barrier thickness (barrier thickness in the
LRS). With a VO’s charge q and its mass m the acceleration
can be transformed using aVO

= F/m and eventually Eq. (1)
can be written as

dbarrier(Usingle) = dbarrier,0 + q| �E|
m

t2
pulse

= dbarrier,0 + qUsingle

dbarrier

t2
pulse

m
. (2)

Equation (2) describes the influence of a single voltage
pulse Usingle on dbarrier and can be further simplified by com-
bining all constants to α = qt2

pulse/m. With this, the following
solution is obtained for �dbarrier = dbarrier(Usingle) − dbarrier,0:

�dbarrier(Usingle)

=
−dbarrier,0 +

√
d2

barrier,0 + 4αUsingle

2
. (3)

During a measurement a number of pulses is applied to the
barrier which leads to a total �dbarrier that can be calculated by
integrating �dbarrier(Usingle). In order to perform this operation,
another simplifying assumption has to be made. As can bee
seen in all RS traces, during the RS sweep in the positive
regime seemingly Upulse needs to overcome a certain threshold
Uth until a significant change in device resistance appears
as transition LRS → IRS/HRS. Therefore it is justifiable to
replace Usingle by Upulse − Uth. Thus, the integration of Eq. (3)
yields

�dbarrier(Upulse)

=
∫ Upulse−Uth

0
�dbarrier(Upulse)dUpulse

= 1

2

(
−dbarrier,0(Upulse − Uth)

+
[
d2

barrier,0 + 4α(Upulse − Uth)
]3/2

6α

)
. (4)

The formula displayed in Eq. (4) now can be used to fit the
experimental results that are obtained by I/V characterization
and Simmons analysis for dbarrier during a minor loop [circles
in Fig. 11(a)]. dbarrier,0, Uth, and α are the fit parameters,
whereby dbarrier,0 and Uth are limited to a certain interval that
is determined by the experimentally obtained values.

The best reproductions of the experimental data that can
be calculated using Eq. (4) likewise are shown in Fig. 11(a)
as line plots for both minor-loop transitions. For the switching
IRS → LRS, the fit function obviously only has to be modified

FIG. 11. (Color online) Analysis of a RS minor loop using
fitting procedures derived from the proposed model. (a) Change of
dbarrier during a minor loop determined by Simmons fits [see also
Figs. 8(c)–8(e)]. The orange/light gray curves are the results of
fits using Eq. (4). (b) Change of �0 during the same minor-
loop experiment. The orange/light gray curves here are calculated
exploiting the correlation between �0 and dbarrier shown in (c). (c)
Plotting �0 against dbarrier for the minor loop under investigation
reveals a clear correlation between the two barrier parameters that
can be described by the given expression.

FIG. 12. (Color online) Analysis of heating-cooling cycle exper-
iments using the proposed model. (a) Arrhenius plot of the thermally
induced change of dbarrier represented as absolute difference of the
values determined before and after the heating-cooling cycle. For
Theat > 100 K (for the sake of clarity the data for lower Theat are
omitted here) a linear fit can be applied to the data (orange/light
gray line). The slope of this fit corresponds to the activation energy
Ea of the underlying diffusion process. (b) The calculated trace of
dbarrier(Theat) matches well the experimentally determined values.
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slightly. It can be seen that a good description of the results is
provided by the fit for LRS → IRS, while a larger deviation
is present for the back-switching process. This is very likely
due to the simplifying assumption made above that the VOs’
motion is influenced by �E only while any other force or field
is not taken into account in Eqs. (2) and (3).

Furthermore, the data describing dbarrier(Upulse) can be used
to find a fit for �0(Upulse) as well [Fig. 11(b)]. Evidently
experimental and calculated values exhibit a comparable
congruence here. The �0 trace is calculated exploiting the
fact that there is a clear correlation between dbarrier and �0

which is illustrated in Fig. 11(c). It should be mentioned here
that this relation agrees rather well with the assumption made
in the previous section concerning the dependence of �0 on
the VO concentration, which suggests �0 ∝ 1/dbarrier in the
first instance.

Now we turn to the results from the investigations em-
ploying heating-cooling cycles, which also can be easily
described using the proposed model. As argued above, at
elevated temperatures, the restoring force FR can drag VOs,
which are rather widely distributed when the device is in
the IRS, back to the surface due to their enhanced mobility.
This relaxation process now is treated as a thermally activated
diffusion process the direction of which is determined by FR .

The temperature dependence of the diffusion constant D is
given by

D(T ) = D0 exp

[
− Ea

kBT

]
. (5)

Ea is the diffusion process’s activation energy. For a further,
simplified interpretation the thermally induced change of the
barrier width �dbarrier(T ) is assumed to be proportional to
D(T ) (analogously to the Fick’s first law):

�dbarrier(Theat) ∝ exp

[
− Ea

kBTheat

]
. (6)

The relation described by Eq. (6) can be used to fit the
experimental results [see Fig. 9(b)] in order to determine
Ea . A convenient data representation for this procedure is the
so-called Arrhenius plot, i.e., a logarithmic plot over 1/kBT .
Figure 12(a) contains the Arrhenius plot for �dbarrier(Theat)
[taken from Fig. 9(b)]. Ea can be readily extracted from
this representation as the slope of a linear fit to the data
points. A good fit [line plot in Fig. 12(a)] only is obtained
when the data for Theat < 100 K are omitted which for
the sake of clarity consequently are not shown here. The
activation energy that can be derived from the fit is Ea =
(47 ± 5) meV. In order to obtain an expression describing

(a) (c)

(b)

FIG. 13. (Color online) Results of finite element method simulations. (a) Representation of the device layout with dbarrier = 7 nm used as
input for the simulation. (b) Potential distribution for the complete device calculated for an applied bias of 2 V. The right-hand side shows
a blowup of the actual tunnel barrier. For this representation the simulation output has been compressed by a factor of 5000 in the lateral
dimension after the simulation for the sake of presentability. (c) Potential distribution below and above the tunnel barrier [see arrows in (a)]
represented as line scans.
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dbarrier(Theat) we obviously have to subtract the fit function
from dbarrier(4.2 K). Using Ea = (47 ± 5) meV we finally can
compute the trace presented in Fig. 12(b) (line plot) together
with the experimental results (circles). Similarly as for the
minor-loop results again the calculated data are matching the
experimental results quite well.

V. CONCLUSIONS

We have shown results from magnetoresistance measure-
ments and the analysis of RS behavior in organic TAMR
devices. The RS is found to be more complex than bipolar
switching. In contrast to conventional organic spin-valve
devices we can unambiguously identify the observed mag-
netoresistance effect as TAMR. TAMR successfully has been
applied to demonstrate the existence of an injection tunnel
barrier at the LSMO-AlQ3 interface and its modification during
RS cycles. The modification of the tunnel barrier has been
studied qualitatively and quantitatively by the analysis of I/V
characteristics using the Simmons model.

Our findings suggest that the observed RS behavior has
its physical origin in the LSMO electrode near its interface
to the AlQ3 layer. We propose a model that is based on the
formation, motion, and removal of pairs of oxygen vacancies
and interstitial oxygen ions. These mechanisms are initiated by
the electric field originating from the voltage pulses. Although
final proof for the formation/removal of these defects is still
missing, the proposed model provides a complete and qualita-
tively conclusive picture for all experimental observations. In
addition, it also allows for a quantitative analysis of particular
features and observations.

Our findings show that RS, which very often is found to
be caused in the insulating layer of a metal-insulator-metal
structure, can also appear in one of the electrodes of a
two-terminal device. In the case of our TAMR structures
RS does not only influence the device resistance but also
the magnitude of the observed spin-valve signal, which is
increased to more than 20%. This interaction can also be
exploited in any tunneling device of a similar composition,
e.g., conventional organic spin valves with two ferromagnetic
electrodes showing a tunneling magnetoresistance [27]. In
these devices massive changes of magnetoresistance including
sign changes can occur as will be described elsewhere. Thus
the results underline the potential of complex oxides to be
integrated into multifunctional devices including multistate
memory cells or logic.
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APPENDIX A: FINITE ELEMENT
METHOD SIMULATIONS

Numerical simulations using Elmer [51] have been per-
formed in order to verify the tunnel barrier’s homogeneity

which is a crucial prerequisite for the applicability of any
I/V curve analysis. For the simulations the two-dimensional
representation of the device shown in Fig. 13(a) has been
chosen. The structure and the simulation output displayed in
Figs. 13(a) and 13(b) are compressed in the lateral dimension
in order to ensure presentability. During the actual simulation
realistic dimensions have been used and the simulation output
in Fig. 13(b) has been scaled after the calculation only. The
view of the device corresponds to Fig. 1(c).

As can be seen from Fig. 13(b) which comprises simulation
results for dbarrier = 7 nm, the potential distribution in the
lateral direction is constant for every z in the actual device
area. Thus, the surfaces below and above the tunnel barrier are
equipotential planes and consequently the tunneling current
density can be considered homogeneous over the barrier.
This becomes even more evident regarding the line scans in
Fig. 13(c) that are extracted from the data in Fig. 13(b).

APPENDIX B: I/V CURVE ANALYSIS: SIMMONS MODEL

Several models have been established for the analysis of
tunnel barriers based on suitable fitting procedures applied
to I/V curves. For the rather simple case of a symmetric
rectangular tunnel barrier (thickness dbarrier, height �0) the
model proposed by Simmons [44] provides a good theoretical
description.

FIG. 14. (Color online) Typical I/V analysis using the Simmons
model. (a) Results of I/V characterization represented as current
density j plotted against the bias voltage Ubias. (b) Calculated
differential conductance (points) and quadratic fit according to the
Simmons model (line).
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FIG. 15. (Color online) I/V curves taken before and after heating-cooling cycles. (a) RS trace comprising the three distinguished states
under investigation. (b)–(d) I/V responses are recorded before (blue/dark gray curves) and after (orange/light gray curves) an interim temperature
change from 4.2 K to 290 K and back. The results reveal different stabilities of the states upon the temperature increase.

In this model the tunnel current density j at an applied
voltage Ubias is described as follows:

j = e

4π2�d2
barrier

{(
�0 − eUbias

2

)

× exp

[
−

√
8m

�

(
�0 − eUbias

2

)1/2

dbarrier

]

−
(

�0 + eUbias

2

)

× exp

[
−

√
8m

�

(
�0 + eUbias

2

)1/2

dbarrier

]}
. (B1)

m is the electron rest mass, � the reduced Planck constant,
and e the elementary charge. j in Eq. (B1) is derived
from more general formulas assuming eUbias < �0 (bias
voltage small compared to the barrier height). The differential
tunnel conductance G = dj/dUbias can be calculated from
Eq. (B1):

G(U ) = G(0) + G(0)

(
e2m

4�2

d2
barrier

�0

)
U 2

bias (B2)

with

G(0) = e2

4π2�2dbarrier

√
2m�0 exp

(
−

√
8m

�

√
�0dbarrier

)
.

(B3)

As can be seen from Eqs. (B2) and (B3) G, and hereby
equally a device’s resistance R ∝ 1/G, is mainly governed by
dbarrier. Furthermore, using Eqs. (B2) and (B3) the barrier pa-

rameters �0 and dbarrier can be determined from a quadratic fit
to G(Ubias). Figure 14(a) shows one of the numerous I/V char-
acteristics analyzed within the framework of the presented in-
vestigations and Fig. 14(b) the respective differential conduc-
tance including the Simmons fit. The data in Fig. 14(b) reveal a
significant deviation from the quadratic behavior for |Ubias| �
5 mV. Therefore, the data input for the fitting process is limited
to |Ubias| < 5 mV for all I/V analysis performed in the scope of
this work. For the barrier parameters values of �0 = (17.2 ±
2.4) meV and dbarrier = (15.2 ± 0.5) nm can be determined
from the fit in Fig. 14(b) evaluating Eqs. (B2) and (B3).

APPENDIX C: HEATING-COOLING CYCLES:
I/V CURVES

In Fig. 15 the preliminary study concerning the stability of
the resistive states upon an interim increase of the temperature
is summarized. Figure 15(a) shows the result of the RS
measurement that is used for the preparation of the three
states under investigation (BRS, LRS, and one IRS with
�RML ≈ 1 k�).

Two I/V curves are recorded for each state, one before
(blue/dark gray curves) and one after (orange/light gray
curves) the respective heating-cooling cycle [Figs. 15(b)–
15(d)]. As stated in the main text, both I/V curves coincide
in the case of the BRS and LRS; i.e., those states are
not influenced by the temperature change. A significant
modification, however, is obtained for the IRS, namely a
decrease of the device resistance. A reduction of �RML by
∼55% can be calculated from the I/V traces, which is also
illustrated by the green/gray arrow in Fig. 15(a).
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[27] M. Grünewald, R. Göckeritz, N. Homonnay, F. Würthner, L. W.
Molenkamp, and G. Schmidt, Phys. Rev. B 88, 085319 (2013).

[28] I. D. Parker, J. Appl. Phys. 75, 1656 (1994).
[29] M. A. Baldo and S. R. Forrest, Phys. Rev. B 64, 085201 (2001).
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