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Charge density wave and metallic state coexistence in the multiband conductor TTF[Ni(dmit)2]2
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3Departament de Quı́mica Fı́sica and Institut de Quı́mica Teòrica i Computacional (IQTCUB), Universitat de Barcelona,
Martı́ i Franquès 1, 08028 Barcelona, Spain

4Institut de Ciència de Materials de Barcelona (CSIC), Campus UAB, 08193 Bellaterra, Spain
5Laboratoire de Chimie de Coordination, Route de Narbonne, F-31077 Toulouse, France

(Received 3 May 2014; revised manuscript received 14 August 2014; published 20 November 2014)

We have established a pressure-temperature phase diagram of TTF[Ni(dmit)2]2 based on spin susceptibility at
ambient pressure as well as longitudinal and transverse resistivity measurements under pressure up to 30 kbar.
The data were analyzed on the basis of first-principles density functional theory calculations. We were able to find
several phase transitions and identify three different charge density wave (CDW) states which all coexist with
a metallic state in a wide temperature range and superconductivity at the lowest temperatures. This metallicity
arises from the development, upon cooling, of a two-dimensional band associated to the Ni(dmit)2 chains. At
low pressure, two successive CDW transitions have been clearly identified and are associated to the successive
nesting of two strongly one-dimensional bands: The LUMO and HOMOI of the Ni(dmit)2 chains. These two
transitions merge into a single one at 12 kbar which probably corresponds to the partial nesting of a bunch of
LUMOs into the HOMOI’s. A maximum of this unique CDW transition temperature is observed at 19 kbar. The
CDW instability associated to the LUMO band is announced by an important regime of Peierls-like fluctuations
in the metallic state which give rise to the progressive development of a pseudogap in the spin susceptibility
which has been quantitatively analyzed using the Lee-Rice-Anderson theory.
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I. INTRODUCTION

Unconventional superconductors are characterized by the
emergence of superconductivity in the vicinity of another
ordered state that is a density wave or an (anti)ferromagnetic
phase. As far as charge density wave (CDW) is concerned, its
discovery under large magnetic fields [1,2] and at zero field
[3,4] in the cuprates might indicate that it could play a key
role in understanding the high temperature superconductivity.
This topic has also been considered in various chalcogenide
materials [5–7]. Very recently, a high pressure x-ray study [8]
of TiSe2 has demonstrated that the CDW state vanishes at a
critical point corresponding to a pressure larger than those for
which superconductivity is achieved. This requires one to rein-
vestigate other materials where superconductivity competes
with CDW. In molecular conductors, competition between
superconductivity [9] and CDW [10] has been first observed 30
years ago in pressurized (BEDT-TTF)2ReO4 where the maxi-
mal critical temperature Tc is about 1.5 K. The transition-metal
Ni(dmit)2 -based compounds (dmit is 1,3-dithia-2-thione-4,5
dithiolato; M = Ni, Pd) provide large critical temperatures for
quasi-one-dimensional (1D) materials of 6.5 K at P = 20 kbar
in TTF[Pd(dmit)2]2 [11] or 1.6 K at P = 7.5 kbar in
TTF[Ni(dmit)2]2 [12,13], both in competition with a CDW
ground state. Contrary to most molecular solids, this family is
characterized by a small M(dmit)2 highest occupied molecular
orbital and lowest unoccupied molecular orbital (HOMO-
LUMO) energy difference which leads to a contribution at
the Fermi level of both orbitals of the acceptor as evidenced
by early band structure calculations [14]. Therefore, the multi-
sheet Fermi surface may induce many phase transitions and a
very rich physics with many ground states in competition [15].

More precisely, TTF[Ni(dmit)2]2 is built from alternat-
ing TTF chains and Ni(dmit)2 chains stacked along the b

axis [16] (see Fig. 1). At ambient pressure, x-ray diffuse
scattering experiments have shown the existence of diffuse
lines below room temperature which are characteristic of
1D CDW fluctuations along the stacking direction b with
the wave vector q1 = 0.40(2)b∗ [17]. They also revealed
the existence of possible successive CDW transitions in
TTF[Ni(dmit)2]2 below about 50 K. However, the conductivity
along the chains exhibits a metallic behavior down to the
lowest temperatures without any anomaly which would be
expected for a decrease in the density of states at the
Fermi level resulting from the opening of a gap [13]. Upon
applying pressure, longitudinal resistivity experiments exhibit
weak localization at low temperature for pressures lower
than Pc1 = 5 kbar and superconductivity appears at about
4 kbar. The superconducting critical temperature is weakly
pressure dependent above Pc1 with Tc ≈ 1.6 K. Therefore, the
commonly accepted experimental image of TTF[Ni(dmit)2]2

pressure-temperature phase diagram [13] resembles that ob-
served in most compounds where superconductivity emerges
at the end point of a CDW as in several chalcogenides such as
NbSe3 [18], TiSe2 under pressure, and copper doped TiSe2 at
ambient pressure [19], or in other molecular conductors such
as Per2[Au(mnt)2] [20].

In this paper, we revisit experimentally the pressure-
temperature phase diagram of the multiband conductor
TTF[Ni(dmit)2]2. We first present longitudinal and transverse
resistivity measurements under pressure and spin susceptibility
at ambient pressure. This will allow one to draw a new
pressure-temperature phase diagram which differs signifi-
cantly from the already published one [13]. The interpretation
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FIG. 1. (Color online) Projection view along the b axis of the
TTF[Ni(dmit)2]2 crystal structure. Blue, red, green, and gray balls
refer to C, S, Ni, and H atoms, respectively.

of the data will be supported by an electronic structure study by
means of first-principles DFT calculations which, by treating
both TTF and Ni(dmit)2 in the same way, provide a consistent
view of the band structure, charge transfer, and Fermi surface
for this multiband molecular conductor. At ambient pressure,
the abnormal metallic state with the development of a pseudo-
gap is clearly identified and furthermore, we can quantitatively
account for its thermal evolution using the Lee-Rice-Anderson
theory [21] in a wide temperature range between 50 and
300 K. In contrast with most systems, our study is able to
identify various CDW states, to ascribe the CDWs to peculiar
bands and to describe very precisely the evolution of the CDW
as a function of temperature and pressure, even in the presence
of superconductivity at low temperature. At large pressures,
a peak of the CDW transition temperature is also observed,
which recalls the behavior of the pressurized TTF-TCNQ
compound [22].

II. METHODS

All the measurements have been performed on needle-
shaped crystals of TTF[Ni(dmit)2]2 elongated along the b

crystallographic axis. For longitudinal resistivity, ρ‖ measure-
ments, four ring gold pads contacts aligned along the sample
were evaporated on the surface before attaching gold wires
with silver paste. The typical size of the samples used for
these experiments was 0.1 × 2 × 0.005 mm3 along the a, b,
and c directions, respectively. Indeed, we have noted that
measuring the longitudinal resistivity is possible only on the
thinnest samples to avoid a transverse contribution to the
resistivity. For transverse resistivity measurements, the strong
needle character and the tendency of getting several crystalline
domains upon increasing the thickness of the samples render
difficult the determination of the precise injection of the current
(a or c directions). Therefore, we simply note ρ⊥ the transverse
resistivity as we believe that both a and c components of the
resistivity tensor contribute in thicker samples that are needed
due to the extreme brittleness of the needles. The typical sizes
of the samples used here were 0.09 × 2.1 × 0.15 mm3 along
the a, b, and c directions, respectively. For both directions,
the applied current was in the range 1–10 μA and the voltage

was obtained using a standard low frequency lock-in detection.
These transport measurements were performed down to 2 K
using a variable temperature insert.

Hydrostatic pressures up to 11 and 30 kbar were generated
in a Be-Cu and a Ni-Cr-Al clamped cell, respectively, with
Daphne 7373 silicon oil as the pressure transmitting medium.
The pressure was measured at room temperature using a
manganine gauge and low temperature pressure was corrected
as follows: 2 kbar were subtracted for pressures between 2 and
10 kbar, 1.5 kbar for pressures between 11 and 14.5 kbar, and
1 kbar between 15 and 21 kbar. Above 21 kbar, no pressure
correction was applied since the oil is already frozen at room
temperature [23].

The susceptibility measurements were performed with a
superconducting quantum interference device (SQUID) mag-
netometer. Black and shiny needle-type crystals were carefully
chosen and deposited on a flat square silicon sample holder. We
were able to have a total weight of 2.51 mg of TTF[Ni(dmit)2]2

needles mounted in parallel with their b axis perpendicular
to the magnetic field [which is approximately directed in
the planes of the TTF and Ni(dmit)2 ]. In order to obtain
the molar susceptibility of TTF[Ni(dmit)2]2, χmeasured, we
measured the magnetization of the TTF[Ni(dmit)2]2 needles
versus temperature at a magnetic field of 5 T, and subtracted
the holder signal measured in the same conditions. Then, the
diamagnetic contribution of TTF[Ni(dmit)2]2, χdia = −5.02 ×
10−4 cgs/mol [24] was also subtracted. Special care was also
taken to well pump the experimental chamber to prevent
any presence of oxygen which could give a jump of χ

below ≈46 K.
The electronic structure calculations were carried out

using a numerical atomic orbital density functional theory
(DFT) approach [25,26], which was developed for efficient
calculations in large systems and implemented in the SIESTA

code [27–30]. We have used the generalized gradient approx-
imation to DFT and, in particular, the functional of Perdew,
Burke, and Ernzerhof [31]. Only the valence electrons are
considered in the calculation, with the core being replaced
by norm-conserving scalar relativistic pseudopotentials [32]
factorized in the Kleinman-Bylander form [33]. We have used a
split-valence double-ζ basis set including polarization orbitals
with an energy shift of 10 meV for all atoms [34]. This kind
of calculation has been very successful in previous studies of
the electronic structure of molecular conductors [35–37]. The
energy cutoff of the real space integration mesh was 250 Ry.
The Brillouin zone was sampled using a grid of (3 × 55 × 3)
k points [38] in the irreducible part of the Brillouin zone for
determination of density matrix. The results are well converged
with respect to the Brillouin zone sampling, real space grid,
and range of the atomic orbitals. The x-ray crystal structures
determined at 298, 150, and 12 K were used in the calculations
[39].

III. RESULTS

A. Electrical conductivity

First, we present the longitudinal and transverse resistivity
data that will define the main lines of the phase diagram. At
room temperature (RT) and ambient pressure, the longitudinal
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FIG. 2. (Color online) Longitudinal resistivity of
TTF[Ni(dmit)2]2 as a function of temperature for various
pressures measured on sample 1 and sample 2 at 23 kbar. Inset:
zoom of the resistivity versus temperature curves for T < 25 K.

conductivity obtained along the b axis, σ‖,RT ≈ 400 �−1 cm−1

is in agreement with previous experiments [12,13,16]. It is
similar to values measured in other quasi-1D organic conduc-
tors such as TTF-TCNQ [40–42] or (TMTSF)2PF6 [43]. The
value of the transverse conductivity is σ⊥,RT ≈ 10 �−1 cm−1

which leads to an anisotropy σ‖,RT/σ⊥,RT ≈ 40. This value is
quite small and suggests that the “transverse conductivity”
is dominated by the conductivity between alike molecules
along c. Indeed, in TTF-TCNQ [40], the ratio between the
conductivity along the intermediate conduction axis and σ‖ is
about 100 and in (TMTSF)2PF6, this ratio [44–46] is larger
than 50, a value far below the typical value of 103–104 for the
ratio of the conductivities along the best and worst conduction
axes. Upon increasing the pressure, both longitudinal and
transverse conductivities increase with a strong tendency of
saturation at the largest pressures typically above 15 kbar for
σ‖ and 25 kbar for σ⊥. At the lowest pressures, the pressure
dependence of the longitudinal conductivity is linear with
a slope [σ‖,RT(P ) − σ‖,RT(1 bar)]/σ‖,RT(1bar) which varies
from 15 to 60%/kbar depending on the sample with an
average of 30%/kbar. This value compares well to previous
experiments [13] in TTF[Ni(dmit)2]2 and to the (TMTTF)2X

and (TMTSF)2X families in the metallic regime [45] or
a recent study of the o-(DMTTF)2X family [47]. Finally,
the low pressure evolution of the transverse conductivity
[σ⊥,RT(P ) − σ⊥,RT(1 bar)]/σ⊥,RT(1 bar) is typically of the
order of 20%/kbar, a value also comparable to the (TMTTF)2X

and (TMTSF)2X families where this ratio is about 30%–
40%/kbar [45].

Figure 2 presents the longitudinal resistivity ρ‖ as a function
of temperature for different pressures measured on samples 1
(low pressure) and 2 (high pressure). At all pressures, ρ‖(T )
decreases almost linearly with temperature down to 20–30 K.
Below this temperature, a quadratic dependence is achieved.
Below 6–8 K, a very small localization is observed which
disappears above 5 kbar. At high pressure, the low temperature
evolution is unclear and a small localization is also observed.
However, the brittleness of the samples may lead to the
formation of possible cracks in the sample, inducing a weak

FIG. 3. (Color online) Longitudinal resistivity of TTF
[Ni(dmit)2]2 at low temperatures for various pressures.

increase of the resistivity. Figure 3 presents the temperature
evolution of the longitudinal resistivity measured on a third
sample at the lowest temperatures emphasizing the existence of
a superconducting state above ≈3 kbar. All these observations
are in agreement with the previously reported resistivity data
[11].

Figure 4 presents the transverse resistivity ρ⊥ as a function
of temperature for different pressures. Contrary to the longi-
tudinal resistivity, two clear anomalies are observed at low
pressure at temperatures denoted Tup and Tdown (<Tup) which
are determined as the maxima of the d(lnρ⊥)/d(1/T ) versus
1/T curve [inset Fig. 4(a)]. Tup remains nearly constant with
pressure, Tup ≈ 53 K, but Tdown decreases with pressure from

FIG. 4. (Color online) Transverse resistivity of TTF[Ni(dmit)2]2

as a function of temperature for various pressures. (a) At low pressure,
measured on sample 2. Inset: d(lnρ⊥)/d(1/T ) versus T curves at
different pressures. (b) ρ⊥(T ) curves at higher pressure measured on
a third sample. Inset: zoom of the ρ⊥(T ) measured upon cooling and
warming near 70 K at P = 18 kbar.
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FIG. 5. (Color online) Evolution of the magnetic susceptibility
of TTF[Ni(dmit)2]2 as a function of temperature at ambient pressure
for T > 50 K. The solid line is a fit of the data using the Lee-Rice-
Anderson model (see text).

38 K at ambient pressure to 30 K at P1 = 5 kbar and then
increases up to Pc ≈ 12 kbar where Tdown = Tup. Above this
critical pressure, there is only one transition at the temperature
Tup. It increases strongly with pressure, reaches its maximum
of 70 K at P = 19 kbar, then decreases again slightly and
equals ≈60 K at P = 30 kbar. We may add that with such a
configuration for the injection of the current, due to a too large
resistive background, the superconducting transition cannot be
observed at any pressure.

B. Susceptibility

Figure 5 presents the spin susceptibility of TTF[Ni(dmit)2]2

from 50 K to room temperature at ambient pressure. A strong
depression of the susceptibility is observed in this temperature
range below about 150 K. Figure 6 presents the susceptibility
at lower temperatures performed on another sample. Two clear
steps are observed at 55 and 38 K, respectively. Even if the

FIG. 6. (Color online) (Top) Evolution of the magnetic suscep-
tibility of TTF[Ni(dmit)2]2 as a function of temperature at am-
bient pressure. (Bottom) Evolution of the transverse resistivity of
TTF[Ni(dmit)2]2 at ambient pressure in the same temperature range.
The vertical dashed lines are guides to the eyes.

data in the full temperature range resembles that published by
Brossard et al. [24], the existence of these two transitions was
never mentioned before on TTF[Ni(dmit)2]2. As highlighted
by the comparison with transverse resistivity data in Fig. 6,
the kinks occur at the same temperatures Tup and Tdown,
respectively, where the transverse resistivity exhibit anomalies.
Therefore, this observation confirms the existence of two
successive phase transitions upon cooling.

C. Electronic structure

In order to explain the striking data presented above, a new
calculation of the electronic structure will now be presented.
Our study of the band structure and Fermi surface as a function
of temperature has been carried out on the basis of the centered
unit cell containing four TTF and eight Ni(dmit)2 molecules
(see Fig. 1).

1. Nature of the band structure

The calculated band structure near the Fermi level at 150 K
is shown in Fig. 7. The upper set of bands contains eight bands
which slightly split into two groups of four bands each near
the � point. These bands are mostly built from the LUMO of
Ni(dmit)2. Below there is a set of four bands which are based
on the HOMO of TTF. Just below there is a set of four bands
which are based on the HOMO of Ni(dmit)2. In the following
we will refer to these bands as HOMOI. All these bands are cut
by the Fermi level only along the b* direction, i.e., the chains
direction, so that they will lead to open lines perpendicular to
b* in the Fermi surface. The lower set of partially filled bands
is also made up of four bands based on the Ni(dmit)2 HOMO.
However, these bands are cut by the Fermi level in both the b*
and c* directions and they will lead to closed portions of the
Fermi surface. We will refer to these bands as HOMOII. As is
clear from Fig. 7, the four sets of bands are well separated in the
region of the Fermi level and only 0.35 eV below they interact.
Looking at the different bands in the region of � one can notice
that whereas the TTF bands are practically noninteracting, the
LUMO bands exhibit a slight but non-negligible interaction,

LUMO
Ni(dmit)2

TTF

HOMO
Ni(dmit)

I

2

HOMO
Ni(dmit)

II

2

B
A

A´

FIG. 7. (Color online) Calculated band structure for
TTF[Ni(dmit)2]2 at 150 K. The energy zero corresponds to
the Fermi level. � = (0,0,0), X = (1/2,0,0), Y = (0,1/2,0),
Z = (0,0,1/2), and M = (0,1/2,1/2) in units of the monoclinic
reciprocal lattice vectors.
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whereas the HOMO bands clearly interact and, at least the
HOMOII ones, lose the 1D character. We will come back to
this later.

In principle, since TTF acts as a donor and Ni(dmit)2

as an acceptor, only the HOMO of TTF and the LUMO of
Ni(dmit)2 should be partially filled. However, because of the
relatively small energy separation between the HOMO and
the LUMO bands of Ni(dmit)2 (i.e., smaller than the band
dispersion), the bottom part of the LUMO bands overlaps with
the top portion of the HOMO bands. Consequently, in addition
to the usual electron transfer between the donor (TTF) and
acceptor [Ni(dmit)2 LUMO] bands, there is a second, internal
electron transfer, between the HOMO and LUMO bands
of Ni(dmit)2. Thus, the present first-principles calculations
completely substantiate the so-called two-band scenario for
this solid [14,48,49]. The calculated band structures at 298
and 12 K are qualitatively similar and thus are not shown here.
However, it is clear from the discussion above that this is a
quite complex system and, since thermal contraction is not
expected to have exactly the same influence over the four sets
of bands, the thermal evolution of the different kF values are
not easy to predict without detailed calculations.

2. Band structure parameters versus temperature

The main parameters of the band structure calculated at
298, 150, and 12 K of interest for the present study are
summarized in Table I. Using the values in this table, it
is possible to calculate the charges associated with TTF,
Ni(dmit)2, Ni(dmit)LUMO

2 , Ni(dmit)HOMOI
2 , and Ni(dmit)HOMOII

2 ,
as a function of temperature (see Table II). Analysis of
these results leads to the following conclusions. First, it is
remarkable how the TTF charge remains almost constant
with temperature and very similar to the value proposed on
the basis of previous Raman studies ∼+0.80 [50]. Second,
even if the total charge of TTF and Ni(dmit)2 remains almost
constant, there is an important electronic rearrangement within
Ni(dmit)2 as a function of temperature. For instance, the
occupation of the LUMO bands increases while that of the
HOMO bands decreases when the temperature is lowered.
The emptying of the HOMOI bands is faster than that of
the HOMOII ones. Third, because of this internal electronic
redistribution, the Fermi surface associated with the Ni(dmit)2

bands will undergo large changes, whereas that associated with
TTF will remain practically constant.

TABLE I. Parameters of the band structure related to the
occupation of the partially filled bands of TTF[Ni(dmit)2]2 at 298,
150, and 12 K. xHOMOII is the number of holes associated with the
full set of HOMOII bands, xHOMOII = 16 − 4(4kTTF

F ) + 8(4kLUMO
F ) +

4(4k
HOMOI
F ). The 2kF wave vectors of this table (in units of b∗) link

−kF to +kF through the � point and are related to the holes in the
quasi-1D bands of Fig. 7.

298 K 150 K 12 K

2kLUMO
F 0.701 0.661 0.643

2kTTF
F 0.368 0.373 0.362

2k
HOMOI
F 0.224 0.276 0.287

xHOMOII 0.048 0.232 0.520

TABLE II. Charges associated with TTF, Ni(dmit)2,
Ni(dmit)LUMO

2 , Ni(dmit)HOMOI
2 , and Ni(dmit)HOMOII

2 calculated
for TTF[Ni(dmit)2]2 at 298, 150 and 12 K.

298 K 150 K 12 K

TTF +0.738 +0.746 +0.724
Ni(dmit)2 −0.368 −0.373 −0.362
Average charge of Ni(dmit)2 due to

the LUMO bands −0.598 −0.678 −0.714
Average charge of Ni(dmit)2 due to

all HOMO bands +0.230 +0.305 +0.352
Average charge of Ni(dmit)2 due to

the HOMOI bands +0.224 +0.276 +0.287
Average charge of Ni(dmit)2 due to
the HOMOII bands +0.006 +0.029 +0.065

3. Fermi surface versus temperature

The calculated Fermi surfaces for TTF[Ni(dmit)2]2 at 298,
150, and 12 K are shown in Fig. 8. We only report the
(b∗,c∗) section because of the absence of practically any
noticeable dispersion in the interlayer direction. Except for the
portion associated with the HOMOII bands, all contributions
are strongly 1D. As expected, the TTF portion remains
unaltered, whereas the LUMO and HOMOI contributions
move in opposite directions when temperature decreases. The
(1–2kLUMO

F ) value, associated to the electron filling of the
LUMO band, increases from 0.30 (298 K) to 0.34 (150 K)
and 0.36 (12 K), clearly showing the tendency towards the
0.40(2) value of the q1 x-ray diffuse scattering [17]. Note also

298 K

Y

Z

TTFNi(dmit)
LUMO

2

Ni(dmit)
MO

2

HO I

Ni(dmit)
MO

2

HO II

150 K

Ni(dmit)
LUMO

2 TTF

Z

Y

Ni(dmit)
MO

2

HO I

Ni(dmit)
MO

2

HO II

Y

12 K
Z

Ni(dmit)
LUMO

2 TTF

Ni(dmit)
MO

2

HO I

Ni(dmit)
MO

2

HO II

FIG. 8. (Color online) Calculated Fermi surface for TTF
[Ni(dmit)2]2 at 298 K (a), 150 K (b), and 12 K (c).
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FIG. 9. (Color online) Projected densities of states (elec/eV/unit
cell) associated with the TTF (dashed lines) and Ni(dmit)2 (continu-
ous lines) components of TTF[Ni(dmit)2]2 at 298, 150, and 12 K.

that the 2k
HOMOI
F value is also close to the intrastack wave

vector 0.22(3) of the q2 additional diffuse spots detected by
x-ray diffuse scattering measurements [17]. This is remarkable
since the theoretical description of the charge transfer in
molecular conductors where both partners are associated
with a nonintegral charge is notoriously difficult [51]. The
variation of the Fermi-surface portions associated with the
HOMOII bands is very strong. The contribution of the two
HOMOII bands of higher energy, two circles centered at �,
is practically nil at 298 K but progressively increases when
temperature is lowered and, at very low temperature, the
area of the circles is large enough to cross the border of the
Brillouin zone. Note that the two HOMOII bands of lower
energy give rise to small pockets around the Z point at 12 K
(Fig. 8).

4. Density of states at the Fermi level versus temperature

Finally, let us consider the nature of the density of states
at the Fermi level, N (εF ). The projected densities of states
associated with TTF and Ni(dmit)2 are shown in Fig. 9. As
was the case of the total charges, the calculated densities of
states at the Fermi level exhibit a very small decrease with
temperature for both TTF and Ni(dmit)2 despite the strong
electronic reorganization. The breakdown of N (εF ) into the
various contributions is shown in Table III. Note that for
Ni(dmit)2, whereas N (εF )LUMO and N (εF )HOMOI exhibit an
expected decrease with temperature, N (εF )HOMOII shows the

TABLE III. Analysis of the different components of the density
of states at the Fermi level, N (εF ), calculated for TTF[Ni(dmit)2]2 at
298, 150, and 12 K.

298 K 150 K 12 K

N (εF ) (elec/eV/unit cell) 19.24 17.86 17.77
N (εF )TTF 15.24% 14.86% 14.55%
N (εF )Ni(dmit)2 84.76% 85.13% 85.44%
N (εF )LUMO 53.35% 46.91% 41.93%
N (εF )HOMOI 22.72% 18.71% 16.83%
N (εF )HOMOII 8.69% 19.51% 26.68%

opposite behavior, leading to an almost constant N (εF )Ni(dmit)2

[and consequently, N (εF )TTF] value from 150 K down to
low temperatures. The total and partial densities of states in
Table III for TTF[Ni(dmit)2]2 at 298 K are around 50% larger
than those reported in a previous extended Hückel calculation
[24], presumably because the electron repulsions are explicitly
treated into account in the present calculations.

IV. DISCUSSION

From all the experimental data shown above, we can plot the
new pressure-temperature phase diagram of TTF[Ni(dmit)2]2

as shown in Fig. 10. At first sight, this phase diagram mimics
that of the well known TTF-TCNQ [22]. However, contrary to
TTF-TCNQ, we have here several energy bands associated
with the donors and acceptor stacks and TTF[Ni(dmit)2]2

remains metallic at low temperature and exhibits supercon-
ductivity. The electronic structure evolution as a function of
temperature will help in understanding this phase diagram as
cooling is equivalent to increasing the pressure.

In Fig. 10, we have distinguished three different CDW
phases (CDW1, CDW2, and CDW3) all coexisting with a
metallic phase at low temperature. A possible fourth phase
(CDW2′ ) is mentioned but we have no proof that its symmetry
differs from that of the CDW2 phase. The insulating ground
states of these phases are considered to be CDW of the
Ni(dmit)2 stacks with different wave vectors assuming that
magnetism does not play a role at any pressure as emphasized
by the magnetic susceptibility measurements performed at
ambient pressure. (Note that an earlier 1H NMR investigation
[52] has shown that the TTF stack is not subject to the CDW
instability but only to SDW fluctuations). We have also added
the superconducting phase, denoted SC, which is stabilized at
low temperature in a wide pressure range. In the following, we
will first clearly establish the situation at ambient pressure, then
discuss the transition temperatures evolution at low pressure
(P < Pc), and finally, the merging of the two transition

FIG. 10. (Color online) New pressure-temperature phase dia-
gram of TTF[Ni(dmit)2]2. The transition temperatures Tup and Tdown

are extracted from transverse resistivity data. The solid and dashed
lines are guides for the eyes and separate various regimes. The critical
temperature for superconductivity is multiplied by ten to render this
phase more visible.
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lines into a single one at Pc and its evolution under larger
pressures.

A. Ambient pressure phase diagram

As shown above, at ambient pressure, two clear transitions
are observed using transverse resistivity and susceptibility
measurements. Such a finding is new, so we should first revisit
the already known x-ray data [17,48].

1. CDW instabilities

At room temperature, q1 CDW fluctuations are just appear-
ing so that the mean-field Peierls transition can be considered
to be of the order of T MF

P ≈ 300 K. They appear with the
wave vector q1 = 0.40(2)b∗. The CDW correlation length
along the chains, ξq1,‖, is of the order of b. Upon cooling,
this longitudinal correlation length, ξq1,‖, extracted from the
half width at half maximum of the diffusion lines, increases
and becomes very large, ξq1,‖ > 20 nm at about 55 K, which
amounts to Tup. Nevertheless, from room temperature down to
55 K, there is no interchain CDW correlations. The q1 CDW
interchain correlations develop around 55 K (this crossover
temperature amounts to ≈Tup). Below this temperature,
ξq1,⊥ grows and reaches the experimental resolution around
40 K, giving rise to well defined satellite reflections. However,
the observation of residual diffuse lines at low temperature
shows that the CDW lateral order is not perfect. This lateral
order is probably achieved by Coulomb coupling between
CDWs. Such a coupling achieves a phase shift of π between
CDW located on adjacent stacks and since there are four
Ni(dmit)2 stacks along c and two Ni(dmit)2 layers along a,
this coupling explains simply the (0,q1,0) components of the
q1 satellite reflections, similarly to those previously observed
in TTF[Pd(dmit)2]2 [17].

We now consider the low temperature CDW fluctuations
observed for q2 = 0.22(3)b∗. These quasi-1D CDW fluctu-
ations begin to be detected around 60 K. The x-ray data
show that the longitudinal correlation length associated to q2

increases up to ξq2,‖ ≈ 3 nm (≈8b) at T = 30 K and saturates
below this temperature. The inverse of ξq2,‖ nicely corresponds
to the size of the pocket (≈0.4 nm−1) which remains after
the longitudinal nesting by q2. The q2 CDW fluctuations
develop short-range interchain correlations connecting first
neighboring chains around 35 K: ξq2,⊥ ≈ 0.7 nm ≈c/4.
These correlations always remain local so the quasi-1D
diffuse scattering never condensates into well defined satellite
reflections. This crossover temperature of about 35 K amounts
to ≈Tdown. Finally, the q3 = 0.18(3)b∗ = q1 − q2 quasi-1D
scattering feature should correspond to the intermodulation
of the q1 and q2 CDWs located on the same Ni(dmit)2 stack.
In the presence of such a process one expects to similarly
observe a quasi-1D scattering at the q1 + q2 wave vector.
Unfortunately, since within experimental error bars, one has
q1 + q2 = b∗ − q1, this scattering should superimpose to the
q1 CDW scattering.

2. Pseudogap in the density of states

TTF[Ni(dmit)2]2 is a quasi-1D material with uncorrelated
spins on the Ni(dmit)2 stacks. As a result, upon cooling, any

anomaly in the temperature evolution of the spin susceptibility
is the signature of a reduction of the density of states. The
effect of the 1D fluctuations on the density of states has
been calculated by Lee-Rice-Anderson [21]. Considering that
the experimental fall of the density of states is related to
only one bunch of bands of TTF[Ni(dmit)2]2, we were able
to fit perfectly the susceptibility data (solid line in Fig. 5)
using as the only fitting parameter, its mean-field transition
temperature, T MF

P = 300 K in excellent agreement with the
previous analysis of the x-ray data. Another pseudogap opens
at lower temperatures, associated to the q2 CDW fluctuations.
This explains the strong anomaly of the spin susceptibility at
Tup. At Tdown, lateral correlations of q2 fluctuations accelerate
the reduction of the density of states so that the spin
susceptibility undergoes a second kink. In addition, we can
notice, in Fig. 6, that the loss of susceptibility at Tup is
nearly twice the loss at Tdown. The total loss of susceptibility
between room temperature and 20 K (Figs. 5 and 6) amounts to
4.1 × 10−4 cgs/mol. Considering that the susceptibility is a
Pauli one, this corresponds to a loss of density of states of
12.7 (elec/eV/unit cell) which amounts to 72% of the density
of states calculated by the DFT method at the medium tempera-
ture 150 K. The sum of the DFT density of states of the LUMO
and HOMOI amounts to 66% at 150 K. There is a fair agree-
ment between the experimental loss of density of states and the
DFT calculation. This qualitatively confirms our scenario that
CDW involves successively the LUMO and HOMOI bands.
This analysis is also coherent with 13C NMR data [53] where
CDW fluctuations have been observed on the Ni(dmit)2 stack
at room temperature. Below about 160 K, the steeper decrease
of the Knight shift [54], also proportional to the density of
states, indicated the further development of the pseudogap.

3. Relation with the electronic structure

One can link these CDW instabilities to the relevant Fermi-
surface nesting process. From Table I, one has 1–2kLUMO

F ∼
0.35b∗at 50 K which, as mentioned, is close to the experimental
value q1 = 0.40(2)b∗. Therefore, the transition at Tup is related
to the nesting of the LUMOs. Similarly, 2k

HOMOI
F ≈ 0.28b∗

is close to the experimental value, q2 = 0.22b∗. Therefore,
the second transition at Tdown, may correspond to the nesting
of the HOMOI bands. The absence of any anomaly in the
longitudinal resistivity (not shown) either at Tup or at Tdown

can now be easily understood: At Tup, the density of states of
the LUMOs is negligible as shown by the susceptibility data,
so that its contribution to the conductivity of the sample is
also negligible. A similar conclusion can be drawn at Tdown for
the HOMOI. The sharp transitions in the transverse resistivity
are then the signature of the formation of alternating metallic
and insulating (CDW) slabs perpendicular to the current
injection direction with the b axis parallel to the domain
walls in order to have a metallic longitudinal resistivity. To
conclude, TTF[Ni(dmit)2]2 undergoes at ambient pressure
two successive CDW transitions (denoted CDW1 and CDW2

in Fig. 10) at Tup and Tdown affecting, respectively, the LUMO
and HOMOI bands, as does TTF[Pd(dmit)2]2 at 150 and
105 K [17]. However, in the Pd compound, the 105 K phase
transition involves the whole bunch of HOMO bands [14,17],
and thus leads to an insulating ground state.
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B. Low pressure phase diagram

We now discuss the evolution of the transition temperatures
under pressure at low pressures. We will assume that increasing
the pressure is equivalent to cooling. Therefore, as shown by
the electronic structure calculations, only a small variation
of the charge transfer from TTF to the Ni(dmit)2 chains is
expected. In contrast, a large internal charge transfer from the
HOMOs to the LUMOs in the Ni(dmit)2 chains is also expected
(see Table II). This implies an increase of b∗ − 2kLUMO

F = q1

with pressure (Table I). The associated increase of hole density
leads to an increase of 2k

HOMOI
F = q2 with pressure (Table I)

and a weak modification of the intermodulation wave vector
q3 = q1 − q2. As shown in Fig. 8, the warping of both LUMO
and HOMOI Fermi surface, which decreases upon cooling
at ambient pressure, is expected to behave similarly upon
increasing pressure. The weak increase of Tup with pressure is
thus the signature of the weak evolution of the warping of the
LUMO Fermi surface with pressure. Since the warping of the
HOMOI bands decreases strongly upon cooling (see Fig. 8),
we would expect an increase of Tdown with pressure which is
effectively observed between 5 kbar and Pc. However, this is
not the case at low pressure. As a result, either the nesting wave
vector changes at 5 kbar leading to a CDW2′ phase different
from the low pressure CDW2 phase or another parameter
influences the evolution of the transition temperature, in
which case, these two phases correspond to the same nesting
vector. The complexity of the HOMOI contribution to the
Fermi surface, as shown in Fig. 8, suggests that a weak
modification of the nesting vector cannot be ruled out due to the
simultaneous large increase of Tup and Tdown upon increasing
pressure and that the transition between two different CDWs
with different wave vectors is possible. With our experimental
data, it is not possible to decide which scenario is the most
adequate and x-ray or neutron measurements under pressure
would be needed to reach a firm conclusion as was the case
for TTF-TCNQ [55].

C. High pressure phase diagram

At Pc, the two transition lines merge into a single one.
We will now discuss the possible origin of this phenomenon.
First, we must remind one that Tup corresponds to the
nesting of the eight LUMO bands, whereas Tdown corresponds
to the nesting of only four HOMO bands, the HOMOI

ones. The possible disappearance of either the LUMO-LUMO
or the HOMOI-HOMOI nesting at Pc can be ruled out due
to the increased nesting conditions upon increasing pressure.
The only possibility remaining is to consider an additional
LUMO-HOMOI nesting. Since this new process involves only
four bands, the LUMO-LUMO nesting for the four remaining
LUMO bands must still be present. Thus, the stabilization of
such a mixed nesting is possible only if the nesting vectors for
both processes are nearly identical. If one considers the ambi-
ent pressure values, it is found that the LUMO-LUMO nesting
wave vector, b∗ − 2kLUMO

F = q1 = 0.40(2)b∗, and the LUMO-
HOMOI nesting wave vector, kLUMO

F + k
HOMOI
F

∼= (0.30 +
0.11)b∗ = 0.41(3)b∗ (denoted qav), are identical within error
bars.

The coincidence of the nesting vectors q1 and qav is optimal
at only one pressure or at least in a weak range of pressure. At
this optimal pressure, the simultaneous nesting of the LUMO
and HOMOI bands with the same wave vector (i.e., with the
energy cost of a single lattice distortion) provides the best
energy gain, so the highest transition temperature for the
stabilization of a CDW order. We believe that this is achieved
at 19 kbar where a peak in Tup is observed. A commensurate
nesting would be an alternative scenario occurring at this
pressure as observed in TTF-TCNQ [56] or in TSeF-TCNQ
[22], where a b∗/3 commensurability is observed. For such a
1/3 commensurability, a first order phase transition is expected
to occur at the critical temperature. As shown in Fig. 4,
no thermal hysteresis has been observed here weakening
the possibility of such a commensurability. In addition, the
evolution of q1 and qav with pressure estimated from the band
structure calculation does not exhibit a clear evolution towards
“magic” simple commensurate values. Therefore, we propose
for the CDW3 region the following scenario. At 19 kbar one can
consider that q1 = qav . For lower and larger pressures, the two
wave vectors are nearly identical leading to an averaged 2kF

with a modulation of the CDW that will, locally, provide either
q1 or qav . This beating mechanism corresponds to a solitonlike
modulation, a mechanism already proposed by Bjelis and
Barisic [57] for some transition-metal chalcogenides, and later
also used to explain some puzzling experimental observations
for the monophosphate tungsten bronze (PO2)4(WO3)2m with
alternate stacking of m = 4 and m = 6 layers [58].

D. The evolution of the electronic structure under pressure

A closer look at the electronic structure calculations also
provides support for the proposed mechanism. Looking at the
band structure of Fig. 7 it is clear that both the HOMO and
LUMO sets of eight bands separate into two subgroups of
four bands. Essentially, to increase the one dimensionality
of the LUMO and HOMOI bands one needs (i) to increase
the dispersion in the b∗ direction, and (ii) to decrease the
separation between the different bands of the same subgroup
(i.e., for instance B in Fig. 7 for the HOMOI bands). If we
assume that the effect of thermal contraction and pressure
are analogous, our calculations as a function of temperature
provide clear support for the fulfillment of the two conditions.
For instance, going from 298 to 12 K, the average dispersion of
the LUMO and HOMO bands increases by a factor 1.15–1.20.
As clearly shown by the Fermi surfaces of Fig. 8, decreasing
the temperature leads to a reduction of the separation between
the different components of the LUMO as well as HOMOI

portions of the Fermi surface, although the effect is stronger for
the components of the HOMOI subgroup. Thus, we conclude
that an increase of pressure most likely drives the system to a
situation very favorable for the proposed mechanism to occur.
It is important to point out that there are also structural reasons
leading credence to this mechanism. Within the Ni(dmit)2

stacks there are three different types of lateral interactions,
denoted as I, II, and III in Fig. 11(a). Of course, these lateral
interactions are considerably weaker than those along the
chains. As has been analyzed elsewhere [14,59], interaction
I is approximately five times stronger than interaction II
and interaction III is very small. The separation between the
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FIG. 11. (Color online) (a) Lateral view of the Ni(dmit)2 stacks
where the three different interactions are labeled; (b) HOMO and
LUMO of Ni(dmit)2 calculated using the experimental geometry
in TTF[Ni(dmit)2]2; (c) HOMO· · · HOMO and LUMO· · · LUMO
interaction II where the S pz orbitals have simply been represented
by a positive or negative sign; and (d) interaction II viewed along
a direction parallel to the long axis of the molecules schematically
showing that an increase in the angle between the molecular planes
leads to a decrease of the orbital overlaps.

different bands of a given subgroup is mostly controlled by
interaction II [60]. The HOMO and LUMO of Ni(dmit)2 are
shown in Fig. 11(b). In the HOMO, all S pz contributions
in one of the long sides of the molecule have the same sign,
whereas in the LUMO there is a sign change in the middle of
the molecule. This means that all pz orbitals of the HOMO
contribute to the lateral interaction II [see Fig. 11(c) where
every S pz orbital has simply been represented by a positive
or negative sign] which will thus be sizable. In the case of the
LUMO, the sign change and the longitudinal shift of one of
the molecules lead to a partial cancellation of overlaps [see
Fig. 11(c)] so that interaction II is very weak. In other words,
interaction II for the LUMO orbitals will always be very weak
whatever the actual pressure it is. In contrast, interaction II
for the HOMO orbitals will exhibit a pressure dependence via
the change in the associated overlap integral. As shown in
Fig. 11(d), which is a view of interaction II along a direction
parallel to the long molecular axis of the molecules, a slight
increase of the angle between the two molecular planes α,
which is a most likely consequence of pressure, decreases
the strength of the interaction. Consequently, pressure will
decrease the separation of the components of the HOMOI

portion of the Fermi surface which thus acquires an even more
one-dimensional character. We conclude that both the analogy

between the effect of pressure and thermal contraction on the
electronic structure and the above analysis of the correlation
between the crystal and electronic structure of the Ni(dmit)2

stacks provide support for the proposed mechanism leading to
the merging of the two lines in the phase diagram of Fig. 10.

V. CONCLUSION

The pressure-temperature phase diagram of
TTF[Ni(dmit)2]2 has been revisited experimentally using
transport and SQUID experiments. A band structure obtained
using DFT calculations confirms the multiband character
of this compound, with one band associated with the TTF
chains and three different types of bands associated with
the Ni(dmit)2 chains (LUMO, HOMOI, and HOMOII). An
analysis based on these three techniques, associated to a
reinterpretation of the former x-ray data has allowed one to
elucidate this new phase diagram which is puzzling since a
superconducting state is stabilized at low temperature even in
the presence of several CDW instabilities. The longitudinal
conductivity is metallic and dominated by the 2D, HOMOII

band at low temperatures. The transverse resistivity presents
an insulating behavior at low temperature resulting in a phase
coexistence in the sample. At low pressure, a successive
nesting of the LUMO and HOMOI bands is observed upon
cooling. Above 12 kbar, only one transition occurs and is
attributed to an additional nesting process that is the partial
nesting of the LUMO with the HOMOI portions of the Fermi
surface through the � point of the Brillouin zone.

In the context of the competition between CDW and
superconductivity, which is at this moment the subject of
extensive and renewed interest [1–4,8], our study brings
new and relevant information. First, in contrast with many
other systems where competition between superconductivity
and CDW occur, the TTF[Ni(dmit)2]2 system is a multiband
metal in which the acceptor [Ni(dmit)2 ] contributes with
several and not just one orbital to the band structure. These
systems are atypical and more complex than usual single
band systems where superconductivity develops beyond a
critical point where the CDW ground state vanishes [9,18–20].
Second, the TTF[Ni(dmit)2]2 system which exhibits a com-
petition between superconductivity and CDW is similar to
transition-metal dichalcogenides such as TiSe2 (see Ref. [8],
and earlier references therein). However, in contrast with the
case of the latter systems, our study is able to ascribe the
CDWs to peculiar bands and to describe very precisely the
evolution of the CDW as a function of temperature and
pressure. In this respect our work provides important keys for
the present debate on the competition between CDW and su-
perconductivity in both organic and inorganic systems. Third,
the TTF[Ni(dmit)2]2 system exhibits an abnormal metallic
state with the development of a pseudogap, as is the case in
the high-Tc superconductors. However, in TTF[Ni(dmit)2]2,
the CDW nature of the order parameter whose fluctuations
give rise to the pseudogap is clearly identified and furthermore
we can quantitatively account for its thermal evolution using
the Lee-Rice-Anderson theory [21]. Here we experimentally
verified such a theory on a wide temperature range starting
from T MF

P to T MF
P /5 ≈ Tup.
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