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SmBg is one of the candidate compounds for topological Kondo insulators, a class of materials which combines
a nontrivial topological band structure with strong electronic correlations. Here we employ a multiband tight-
binding description, supplemented by a slave-particle approach to account for strong interactions, to theoretically
study the surface-state signatures in scanning tunneling spectroscopy and quasiparticle interference (QPI). We
discuss the spin structure of the three surface Dirac cones of SmBg and provide concrete predictions for the energy
and momentum dependence of the resulting QPI signal. Our results also apply to PuBg, a strongly correlated
topological insulator with a very similar electronic structure.
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Topological insulators (TIs) with strong correlations are
considered to be of crucial importance in the exciting field
of topological phases: They may provide TI states which are
truly bulk insulating—a property not easily realized in current
Bi-based TIs—and they may host novel and yet unexplored
interaction-driven phenomena.

In this context, the material SmBg¢ has attracted enormous
attention recently, as it has been proposed [1-3] to realize a
three-dimensional (3D) topological Kondo insulator (TKI),
i.e., a material where f-electron local moments form at
intermediate temperatures 7 and are subsequently screened
at low T, such that a topologically nontrivial band structure
emerges from Kondo screening [4].

While a number of experiments on SmBg, such as transport
studies [5—7], quantum oscillation measurements [8], angle-
resolved photoemission spectroscopy (ARPES) [9-13], and
scanning tunneling spectroscopy (STS) [14,15], appear con-
sistent with the presence of Dirac-like surface states expected
in a TKI, a direct proof of their topological nature has been
lacking until recently. Moreover, doubts have been raised about
the proper interpretation of ARPES data [16,17].

Two types of experiments are usually considered as
smoking-gun probes of TI surface states: (i) spin-resolved
ARPES which can detect the spin-momentum locking of
the surface states [18-20] and (ii) Fourier-transform STS
(FT-STS) which can detect the absence of backscattering [18]
in quasiparticle interference (QPI) patterns which is a direct
consequence of the spin-momentum locking [21-24]. Very
recently, spin-resolved ARPES has successfully been applied
to SmBg and has confirmed spin-momentum locking of the
surface states [25]. In contrast, to date no high-quality FT-STS
data exist on SmByg as well as on other candidate TKI materials,
such as PuBg [26].

It is the purpose of this Rapid Communication to provide
concrete predictions for FI-STS measurements on cubic TKIs.
To this end we study the physics of local defects in a multiband
Anderson lattice model for SmB¢ and PuBg, whose tight-
binding (TB) part is derived from band-structure calculations.
We determine the spin structure of the three surface Dirac
cones and discuss the momentum dependence of the resulting
QPI signal for different types of scatterers. Our results may
be directly tested in future FT-STS experiments on SmBg and
PUB6.
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Multiorbital Anderson model. To describe the electronic
properties of both SmB¢ and PuBg, which possess the same
CsCl-like lattice structure [Fig. 1(a)] and a very similar
band structure, we employ a generalized version of the
TB model of Refs. [1,3]. The model entails a total of ten
rare-earth orbitals per site, namely, the spin-degenerate E,
(dy>—y> and d) quadruplet and the lowest-lying f-shell
J =5/2 multiplet [see Figs. 1(c) and 1(d)]. Other orbitals,
including the rare-earth J = 7/2 multiplet and all B¢ states,
are excluded, since ab initio methods show that their energies
are far away from the Fermi level [2,26,27]. The cubic crystal
field splits the J = 5/2 multiplet into a I'g quadruplet and

a T'; doublet, which read |I{"+) = \/§| +3) + \@ +3),

TP+ = [+ 1), IThE) = fé| +3) — \/§| F 2), where +
denotes the pseudospin index.
The total Anderson Hamiltonian is

Hy = Hyq + Hyy + Hyp + Hy, (1

with Hy encoding the local interaction and

Hyq= Z€gd;aadiaa - Z tii'(faoﬂ(diTaadjﬂa' +H.c),

ica (ijyoad’
. 1 f T
Hff - Zer{fiaaﬁﬁa - Z ([ijacf’aa’ f}aafjf"“/ + H'C')’
ica (ij)oo’aa’
Hyp= Z (Vijaa’aw’dimefjf’/"" +He) 2)
(ij)oo’aa’

being the d and f kinetic energies and the hybridization,
respectively. Here, 0 and o denote the (pseudo)spin and
orbital degrees of freedom, so in the d shell 0 = 1, and @ =
d;,d>_y»,whileinthe f shello = +,—ando = Fél),f‘éz),ﬁ.
Hopping and hybridization terms in (ij) are included up to
seventh nearest neighbor (NN) sites, with [r; —r;| < V9. All
parameter values were taken from the ab initio calculations of
Ref. [26], obtained by projecting local density approximation
(LDA) results to maximally localized Wannier functions.
While these calculation are for PuBg, our results should also
apply to SmB¢—perhaps with an adjustment of the overall
energy scale (see below)—given the strong similarities of the
two materials [26,28]. The concrete values of #;; and V;; up to
second NN are given in the Supplemental Material [29].
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FIG. 1. (Color online) (a) Cubic crystal structure of SmB¢ and
PuBg. (b) 3D Brillouin zone and its projection to a 2D Brillouin zone
for a (001) surface. (c¢) The five orbitals used in the TB model (all of
them Kramers degenerate). (d) Schematic evolution of the f levels
under spin-orbit and crystal-field interactions. The tetragonal splitting
is relevant near a surface.

Hubbard repulsion and slave-boson approximation. The
f electrons are subject to a strong Coulomb repulsion Hy.
Here we employ the standard slave-boson approximation
which implements reduced charge fluctuations in the infinite-
repulsion limit at the mean-field level [30—32]. For both SmBg
and PuBg the dominant charge configurations are d' f> and
d° f 6 such that it is convenient to work in a hole representation:
The Coulomb repulsion suppresses states with more than one f
hole per site. The remaining states of the local f Hilbert space
are represented by auxiliary particles, b; and fi,, for f© and
f 5 states, respectively. At the mean-field level, b; — b = (b;)
is condensed, and a Lagrange multiplier A is used to impose
the required Hilbert-space constraint. Both parameters need
to be determined self-consistently, together with the overall
chemical potential; technical details can be found in the
Supplemental Material [29].

This procedure transforms the Anderson model of Eq. (1)
into a noninteracting TB model, with the influence of the
Coulomb repulsion encoded in a downward renormalization
of the f kinetic energy by a factor b? and the hybridization by
a factor b. In addition, the f-level energy e({ is shifted towards
the Fermi level.

STS, defects, and QPI. To calculate the STS signal on a
(001) surface, we solve the renormalized TB model in a slab
geometry. We ignore a possible surface reconstruction, but

RAPID COMMUNICATIONS

PHYSICAL REVIEW B 90, 201106(R) (2014)

comment on its effects below [note that the unreconstructed
(001) surface of SmBg is polar [16]].

In order to model QPI, we take into account scattering
off isolated defects which we assume to be located in the
surface layer. For simplicity, we take pointlike scatterers and
neglect the local modifications of the slave-boson parameters
[33]. Impurity-induced changes of electron propagators are
calculated using a T-matrix formalism, with details given in
the Supplemental Material [29].

The output quantity is the Green’s function G, (E,r,r’),
which depends on the energy E, on the positions r and r’,
and on the orbital indices a,a’ = 1, ...,10. The local density
of states (LDOS) is the (orbital) trace of the imaginary part
of the local Green’s function, p(E,r) = —1/mImTr G(E,r,r).
However, the STS signal is not simply proportional to the
LDOS, as the tip samples each orbital with a different weight,
and interference effects are also present [34-38]. To simulate
this process, in the spirit of the cotunneling of Ref. [36], we
compute psts(E,r) = —1/nImTr[1/Af(A}(E,r,r)1ﬁT], where g@
is a 4 x 10 matrix containing the coupling between each of
the ten orbitals to each of four assumed tip-electron channels
(two spin directions and two orbitals); for details, see the
Supplemental Material [29]. The QPI signal pgpi(E,ky,ky,z =
1) is then obtained from psrs(E,x,y,z = 1) by a Fourier
transform in the xy plane; pgpy is real for the single-impurity
case considered here.

Results: Band structure and surface states. Figure 2(a)
shows the three-dimensional (3D) band structure as obtained
from the renormalized TB model. The d band has a minimum
at about —1.7 eV at the X point, as observed in ARPES exper-
iments for SmBg [9—13], while f states lie close to the Fermi
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FIG. 2. (Color online) (a) Bulk dispersion from the renormalized
TB model along a path in the 3D Brillouin zone; the color code shows
the f weight. (b) Band structure of a n, = 25 slab along a path in the
2D (surface) Brillouin zone; the color code shows the spectral weight
in the topmost (z = 1) layer.
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energy. Around the X point, the bottom of the conduction (top
of the valence) band is mainly of I'; (I'g) character. The overall
agreement with DFT calculations, possibly with many-body
corrections [2,26,27], is satisfactory, even though reproducing
some finer details would require including even longer-range
hoppings; we have verified that this does not significantly alter
surface states and QPI spectra. We note that, according to
dynamical mean-field theory (DMFT) calculations [26], the
interaction-induced renormalization factor of the f kinetic
energy should be ~0.2 rather than our 5> ~ 0.5. Furthermore,
LDA results indicate that that f-band energies are by a factor
of 1.5-2 smaller in SmBg¢ as compared to PuBg [2,26]. As a
consequence, a rescaling of the bulk energies close to the Fermi
level by a factor ~0.2—0.4 might be necessary for a quantitative
comparison with SmBg experiments. We stress, however, that
this does not strongly affect the momentum dependence of the
QPI spectra to be discussed below.

By computing topological indices [18,39,40] it is easy to
show that the renormalized TB model is a strong topological
insulator for the range of parameters pertinent to SmBg [1-3]
and PuBg¢ [26]. Band inversion between even d and odd f
bands occurs at the three inequivalent X points. As a result,
three surface Dirac cones appear at the two X points and at T of
the two-dimensional (2D) surface Brillouin zone [1-3,26] [see
Fig. 2(b)]. We obtain the Dirac energies to be e = —9 meV
and ez = —24 meV and the Fermi momenta kzr = 0.15 Al
andkpyx = 0.19-0.17 A~! (we have used the SmBy lattice con-
stant 4.13 A). Experimental results from ARPES for SmBg are
[9,11,13] €f = —23 meV, €5 = —65 meV, kpr = 0.09 A,
krpzx = 0.39-0.28 A~!. While this agreement does not appear
perfect, we note that the experimental estimates for €r and €3
were obtained by a linear extrapolation of the low- E dispersion
[11]; the curvature in our surface bands indicates that this
might be unwarranted. In addition, the precise dispersion of
surface states sensitively depends on many factors which are
difficult to take into account in a microscopic model. These
include modified orbital energies, a modified crystal field,
and modified Kondo screening [33] near the surface as well
as surface termination, surface reconstruction, and disorder.
In particular, the unreconstructed (001) surface of SmByg is
polar, showing also surface states of nontopological origin,
while the 2 x 1 reconstructed surface is nonpolar [14,15],
and is the one which more closely resembles our modeling
(ignoring reconstruction effects such as band folding [10]).
The dependence of in-gap states on the surface termination
has also been noted in ab initio calculations [41].

Results: STS signal. The energy-dependent STS signal
[Fig. 3(a)] shows a pseudogap close to the Fermi energy; at
negative (positive) energies the signal originates mainly from
f (d) states. Existing STS experiments on 2 x 1 reconstructed
(001) SmBg surfaces [14,15] show a peak at roughly —8 meV
and a dip near Ep, leading to a Fano-like structure. Its
shape and peak-to-background ratio are very similar similar
to that in our calculation. However, our peak lies considerably
deeper in energy, at about —80 meV, corresponding to a set
of surface states, while at about —30 meV, where bulk f
states show an LDOS peak, we see no peak in the surface
signal. As noted above, surface states are extremely sensitive
to the local environment, and changes in their dispersion
will strongly influence the STS signal: For example, the
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FIG. 3. (Color online) (a) STS signal of a clean surface, together
with the hypothetical signal from the bulk obtained by using periodic
boundary conditions along z. The residual bulk signal inside the gap,
between —6 and 6 meV, arises from the finite Lorentzian broadening
used in the calculation. The bulk signal’s large peak around —0.3 eV
originates from weakly dispersing f states [Fig. 2(a)]. (b) STS signal
over a Kondo hole located at (0,0) and in its proximity at (1,0) and
(1,1), compared to the signal of the clean surface as in (a).

unreconstructed (polar) surface of SmBg displays a peak at
—28 meV (instead of —8 meV), and disordered surfaces show
even more complex behavior [15]. As a consequence, we
believe the peaks observed in experiments at —8 or —28 meV
arise from surface (rather than bulk) states, and apparently
require a more accurate modeling of states far from the Dirac
points.

Near a Kondo hole, i.e., a defect with a missing f orbital,
the tunneling spectrum is mainly suppressed at negative
energies where the signal has an f character [Fig. 3(b)]. No
resonance peaks occur for these strong scatterers, due to the
large particle-hole asymmetry of the f band [33]. We note
that low-energy resonances may still occur for scatterers of
fine-tuned intermediate strength.

Results: QPI signal. In Fig. 4 we show the QPI signal
inside the bulk gap for different types of impurities, with
the corresponding surface ARPES signal for comparison; the
figure also indicates the spin polarization of the surface states
[29]. Notably, this spin structure agrees with the recent results
of spin-resolved ARPES on SmBg [25].

As is common for all TIs, the QPI signal from intra-
cone scattering due to nonmagnetic impurities is weak and
nonpeaked near the Dirac point [19,20,42], as backscattering
k < —k involves states with opposite spin. No such argument
holds for intercone scattering, which, consequently, can give
rise to pronounced peaks in the QPI signal [33]. Remarkably,
the Dirac-cone spin structure of Fig. 4(b) is such that also
intercone scattering tends to be suppressed: This is because
the spin directions for pairs of stationary points [43] [i.e.,
points with parallel tangents to their constant-energy contour,
e.g., the ones connected by colored arrows in Figs. 4(a)—4(c)]
are essentially antiparallel, which applies both to I' — X and
X — X’ scattering [44]. However, care is required: While QPI
spectra associated with ['g impurities are mostly nonpeaked
[Figs. 4(j)-4(D], as suggested by the spin structure, both
I'; impurities and Kondo holes do give rise to QPI peaks
corresponding to X — X’ scattering [see Figs. 4(d)—4(i)]. As
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FIG. 4. (Color online) (a)-(c) ARPES signal at —5, 0, and
45 meV, and corresponding QPI signal |pqp| for (d)—(f) a Kondo
hole, (g)—(i) a weak I'; scatterer, and (j)—(1) a weak 'y scatterer, both
in the Born approximation with V = 10 meV. In (b) we schematically
show the surface-state spin structure [29], which agrees with the
experimental results of Ref. [25].

shown in the Supplemental Material [29], this can be ascribed
to the I'; component of the surface states which in fact displays
parallel spin expectation values at certain pairs of stationary
points, allowing for efficient X — X’ scattering. Thus, details
of the intercone signal depend on the character of the scattering
center, which might help to experimentally identify different
scatterers.

The energy dependence of the QPI signal within the
bulk gap is weak: Upon increasing the energy, the intercone
scattering momenta shrink, and the overall signal strength
decreases. Upon leaving the bulk gap, we expect a rapid
decrease of the surface QPI signal, due to the hybridization
of surface with bulk states.
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To underline how sensitively the QPI signal depends
on proper modeling, in particular, on the Dirac-cone spin
structure, we have repeated the same calculation with models
of reduced f-orbital content, i.e., retaining only the I'; doublet
or only the I'y quartet in the model Hamiltonian (1), as in Fig.
5 of Ref. [26]. The resulting QPI patterns drastically differ, and
the “only I';” case even yields a spin structure in disagreement
with experiment [25]. Details are in the Supplemental Material
[29].

These results show that the orbital content of both surface
states and impurities is relevant to QPI spectra. Importantly,
this cannot be properly captured in effective low-energy
models. In particular, the relative I';/ I's weight of both the
Dirac-cone states and the impurities determine the strength of
the X — X’ scattering peak of experimental QPI spectra. We
note that none of the calculations showed a significant QPI
signal for scattering between the I" and X cones.

Summary. We have computed ARPES, STS, and QPI
spectra within a renormalized multiorbital TB model for the
strongly correlated TI materials SmBg and PuB¢. Both ARPES
and STS spectra agree semiquantitatively with existing ex-
perimental results for SmBs. The remaining disagreement
can be attributed to modeling uncertainties concerning the
interaction-induced renormalization of the kinetic energy and
the detailed electronic structure of the surface, where surface
termination and reconstruction play an important role.

We have made concrete predictions for the QPI signal. We
have found that QPI peaks corresponding to X — X’ intercone
scattering can appear for particular types of impurities, which
can be related to the spin structure and orbital content of
the Dirac-cone states. We have also considered a model
variant which results in a spin structure in disagreement
with experiment [25] and yields a qualitatively different QPI
signal, illustrating that QPI is a powerful probe for the surface
spin structure of TIs with multiple Dirac cones. Hence, the
observation of a weakly peaked low-energy QPI signal in
SmBg, possibly with X — X’ scattering peaks, would not only
confirm the topological nature of the surface states, but also
the Dirac-cone spin structure as reported in Ref. [25].

Future work should include a more detailed modeling
of surface effects as well as a study of finite-temperature
crossovers, similar to Refs. [45,46].
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