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Importance of considering helium excited states in He+ scattering by an aluminum surface
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The He+/Al system is a very interesting projectile-surface combination which was thought initially as an
example of a pure Auger neutralization mechanism. Then, because of the measured reionization explained by
the antibonding interaction of the projectile state with the core target states, the resonant charge exchange
with the band states was considered as another important contribution to the neutralization. Nevertheless, by
only considering the neutralization to the ground state of helium, the measured ion survival probability is still
overestimated. On the other hand, measurements of electron emission from an Al surface bombarded by He
positive ions suggested the possibility of occupied excited states of helium due to the ion-surface collision.
In this work, we also include the excited states of He within the time-dependent scattering process in which
both neutralization mechanisms, resonant and Auger, are simultaneously contemplated. Our starting point is a
multiorbital Anderson Hamiltonian projected over the selected space of ground and excited atomic configurations.
An extra term related to the Auger mechanism is added to this Hamiltonian. A difference with previous works is
that this approach includes the electron spin and, therefore, the spin fluctuation statistics in the charge-exchange
process is correctly taken into account. We find a notable improvement in the agreement with the experiments
and also that the interference between both mechanisms is not dramatic.
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I. INTRODUCTION

The measured charge fractions of ions scattered by surfaces
and the electron emission produced due to the collision contain
a rich physics related to the atom-surface interaction and,
therefore, they provide a good test of any theoretical proposal
about it. A lot of experimental and theoretical works show
clearly that a successful atom-surface interaction model has
to include the details of the surface electronic structure, the
variation of the ion energy levels due to short- and long-range
interactions, the electronic repulsion in the localized atomic
states, and the all possible charge-exchange mechanisms
[1–25].

The resonant and Auger processes are the two neutralization
mechanisms involved in the time-dependent collision between
ions and surfaces. In the first case, an electron tunneling
process occurs when the atomic state resonates with a band
state, and in this form one electron is transferred either from
the atom to an empty band state or from an occupied band
state to the atom. In the case of the Auger process, due to the
electron-electron interaction in the solid, an electron from the
valence band decays to the ion state and the liberated energy
is transferred to another electron of the solid which can be
emitted to the vacuum if the transferred energy is at least equal
to the work function of the surface.

It has been believed until recently that the slow ions are
Auger neutralized far from the surface at distances around
3–4 Å. In the case of the neutralization of slow noble gas
ions, Hagstrum [26] introduced the distance- (z-) dependent
Auger transition rate �(z) = �0 exp(−z/d), where �0 and d

are parameters which describe the Auger interaction for the
ion-surface system. On the other hand, it has been found that
collision-induced neutralization and reionization processes
can occur close to the surface due to either bonding or
antibonding interaction of the He(1s) level with the target core
levels [6,12,27,28]. Then, resonant and Auger mechanisms

operating at very different regions of distances to the surface
can be treated as independent processes [16]. Otherwise, if it
is expected interferences, both mechanisms must be included
together in the time-dependent evolution of the charge-transfer
process [17,18,29].

In this work, we focus our attention in the collision of pos-
itive helium ions with a surface of aluminum, a system which
has been widely studied but that still presents many interesting
interrogates [14,17,18,22,30–35]. This collisional system was
initially considered the perfect one for thinking in neutraliza-
tion by an Auger mechanism [26], due to the relative position
of the He ionization potential (24.6 eV) compared with the alu-
minum work function (4.43 eV). Nevertheless, the measured
ion survival probability could not be well described by only
assuming the Auger mechanism. Afterwards, the measured
energy threshold for the reionization of neutral atoms [6,36]
suggested strongly the activation of the resonant charge-
exchange mechanism close to the surface region [16–18,22].
By taking into account this evidence, the resonant charge
exchange promoted by the antibonding interaction between
the He-1s state and the inner states of the target atom was
also included in the dynamical evolution of the scattering
process [17,18]. An important result obtained from these
calculations was that the two mechanisms, acting at different
distance regions, practically do not interfere. In this form,
the theoretical ion survival probability was improved but not
enough to achieve a good agreement with the experiments.
All these calculations assume that the helium ground state is
the only one active channel in the charge exchange with the
band states of the surface. Nevertheless, there are other works
that have suggested that the excited states of helium could be
involved in the charge exchange with a metal surface [37–39].
On the other hand, there are experimental evidences of electron
emission in the He+/Al collision [22] that can be explained
by a non-negligible population of the He excited states. In
this work, Bajales et al. discussed the possible role of the
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excited states in the He+ neutralization by performing a rough
estimation of the neutral fraction. One important conclusion
of this work was justly the necessity of a more exhaustive
calculation of the neutral fraction by including excited states
and the two possible neutralization mechanisms, resonant and
Auger. In addition, we have recently shown that the practically
complete neutralization observed in the scattering of He+ by
a HOPG (highly oriented pyrolitic graphite) surface can be
explained by correlation effects introduced by the first excited
states of helium [25]. All these evidences led us to study the
importance of the helium excited configurations in the He+

scattering by an Al surface.
The atom-surface interacting system is described by a

multiorbital Anderson Hamiltonian projected over the selected
space of electronic configurations of the helium atom, as
in Ref. [25]. A new term that accounts for the mechanism
of Auger neutralization to the ground state is added to the
Hamiltonian in the present case. The dynamic process is solved
by using nonequilibrium Green’s functions calculated by
means of the equation-of-motion method closed up to a second
order in the atom-surface coupling. Our theoretical approach,
applied to time-dependent collision processes in Ref. [25] and
in this work, is also applicable to the description of many
other nonequilibrium processes in condensed matter physics
which involve strong correlated electrons and the interaction
between localized and extended states. For instance, this kind
of approach has been proven to be highly successful for
describing the inelastic excitations and the Kondo physics
in stationary processes such as the conductance through
magnetic atoms, measured by using scanning tunneling
microscopy [40,41].

This work is organized as follows: In Sec. II, we present
and discuss the model Hamiltonian used for describing the
atom-surface interaction. In Sec. III, the electronic configura-
tions defining the atomic part of the Anderson Hamiltonian,
the calculation of the energy and coupling terms of the
Hamiltonian, and the Green’s function formalism used for
calculating the physical magnitudes of interest are discussed.
In Sec. IV, we discuss our results obtained by going from the
simplest description of the atom-surface interaction (spinless
model) to the improved one involving many correlated charge-
transfer channels and including spin fluctuation statistics.
The interferences between Auger and resonant mechanisms
along the time-dependent collision process are also dis-
cussed in this section. The concluding remarks are presented
in Sec. V.

II. MODEL HAMILTONIAN

The atom-surface interacting system is well described by
the typical Anderson model [42] when the charge exchange
occurs via a resonant tunneling process and there is only one
active orbital in the atom. An extra term has to be added to
the Anderson Hamiltonian for taking into account the Auger
mechanism produced by electron-electron interactions, and the
atomic part has to be extended in order to include many states
in the atom. Then, the Hamiltonian can be separated in three
terms:

Ĥ = Ĥsup + Ĥion/atom + Ĥint, (1)

where Ĥsup describes the isolated solid, Ĥion/atom corresponds
to the atomic system including the one- and two-electron
interactions between the different orbitals, and finally the
interaction term Ĥint including the two charge-exchange mech-
anisms: resonant tunneling (one-electron term) and Auger
(two-electron term). The respective expressions within a
second quantization language are

Ĥsup =
∑
�k,σ

ε�kĉ
†
�kσ

ĉ�kσ , (2)

Ĥion/atom =
∑
m,σ

ζmn̂mσ +
∑
m

Umn̂m↑n̂m↓

+ 1

2

∑
m�=m′,σ

Jmm′ n̂mσ n̂m′−σ

+ 1

2

∑
m�=m′,σ

(
Jmm′ − J x

mm′
)
n̂mσ n̂m′σ

− 1

2

∑
m�=m′,σ

J x
mm′ ĉ

†
mσ ĉm−σ ĉ

†
m′−σ ĉm′σ , (3)

Ĥint =
∑
m

∑
�k,σ

[V�k,mĉ
†
�k,σ

ĉm,σ + H.c.]

+
∑
m

∑
�k �= �k′ �= �k′′

σ,σ ′

[V�k�k′ �k′′,mĉ
†
�kσ

ĉ
†
�k′σ ′ ĉ�k′′σ ′ ĉmσ + H.c.]. (4)

In Eq. (2), ĉ
†
�kσ

creates an electron in a band state char-

acterized by the wave vector �k, the spin projection σ , and
the energy ε�k . In Eq. (3), m denotes the atomic orbital, U

and J are the direct Coulomb intra-atomic interactions, while
J x is the exchange one. The first term has to be with the
kinetic energy and electron-nuclei potential, and the fifth term
related with spin-flip processes restores the invariance under
rotation in spin space. The first interaction term in Eq. (4)
is the one corresponding to the resonant tunneling of an
electron from the surface to the atom or vice versa due to
the coupling between atomic and band states V�k,m. The second
term in Eq. (4) describes the Auger processes with matrix
elements V�k�k′ �k′′,m = 〈�k,�k′| 1

�r−�r ′ |�k′′φm〉, in which two electrons
are destroyed (created) in the occupied (empty) mσ orbital of
the atom and in the �k′′-band state, respectively, and afterwards
two electrons are created (destroyed) in empty (occupied) band
states �kσ and �k′σ ′. It should be kept in mind that states |�k〉,
|�k′〉, and |�k′′〉 have to be all different since we are describing a
process in which a metal electron is transferred to the ion with
simultaneous excitation of another metal electron. The total
Hamiltonian [Eq. (1)] including many orbitals in the atom site
[Eq. (3)] is solved by projecting it over the most probable
electronic configurations of the atom, as it is discussed in the
following section.

III. INTERACTION OF CONFIGURATIONS:
PROJECTION OPERATOR TECHNIQUE

The electronic configurations that can be probable neu-
tralization channels of impinging ions He+(1s) have been
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discussed in the case of positive helium ions scattered by
a HOPG surface [25]. These electronic configurations are
eigenfunctions of the total spin projection Sz, which is a
good quantum number in the scattering process of positive
helium ions, and they are constructed from the one-electron
orbitals (s, p) with well-defined spatial and spin variables. By
using the Dirac notation, we have two spin degenerate ionic
configurations |1sσ 〉 (Sz = 1

2 , − 1
2 ); one neutral configuration

|1s↑1s↓〉 with Sz = 0; two excited configurations |1sσ2ασ 〉
with Sz = 1 and two |1sσ̄2ασ̄ 〉 with Sz = −1, depending
on the second electron is either in α = 2s or 2p orbital.
Finally, four excited configurations |1sσ2ασ̄ 〉 with Sz = 0,
two degenerate configurations corresponding to (1s2s), and
the other two corresponding to (1s2p). The total energies
of these electronic configurations are calculated accordingly
to Eq. (3). Then, the Sz = 0 configurations have a larger
energy E(1sσ2ασ̄ ) = ζ1s + ζ2α + J1s2α than the ones with
Sz = 1 or −1, in which case the total energy is given
by E(1sσ2ασ ) = ζ1s + ζ2α + J1s2α − J x

1s2α . We are includ-
ing neither the He++ nor the He−(1s2s2p) configurations
because they are assumed less probable accordingly to an
energetic criterion. By projecting the atomic part of the
Hamiltonian [Eq. (3)] over the electronic configurations,
we obtain

Ĥion/atom = E(1s↑)
∑

σ

|1sσ 〉〈1sσ |

+E(1s2)|1s↑1s↓〉〈1s↑1s↓|
+

∑
σ,α=s,p

E(1sσ2ασ )|1sσ2ασ 〉〈1sσ2ασ |

+
∑

σ,α=s,p

E(1sσ2ασ̄ )|1sσ2ασ̄ 〉〈1sσ2ασ̄ |,

(5)

where E(. . .) are the total energies, and the interaction term of
the Hamiltonian [Eq. (4)] results to be

Ĥint =
∑

�k
[Ṽ�k1s ĉ

†
�k↑|1s↓〉〈1s↑1s↓| + H.c.]

−
∑

�k
[Ṽ�k1s ĉ

†
�k↓|1s↑〉〈1s↑1s↓| + H.c.]

−
∑

�k,σ,α=s,p

[V�k2αĉ
†
�kσ

|1sσ 〉〈1sσ2ασ | + H.c.]

−
∑

�k,σ,α=s,p

[V�k2αĉ
†
�kσ̄

|1sσ 〉〈1sσ2ασ̄ | + H.c.]

+
∑

�k �= �k′ �= �k′′σ

[Ṽ�k �k′ �k′′↑ĉ
†
�k↑ĉ

†
k′σ ĉ �k′′σ |1s↓〉〈1s↑1s↓| + H.c.]

−
∑

�k �= �k′ �= �k′′σ

[Ṽ�k �k′ �k′′↓ĉ
†
�k↓ĉ

†
�k′σ

ĉ �k′′σ |1s↑〉〈1s↑1s↓| + H.c.].

(6)

In Eq. (6), the first two terms and the last two related to the
Auger process take into account the spin fluctuation statistics in
the charge exchange between the helium ground state and the
surface states. This is an improvement with respect to previous

works [17,18], in which the electron spin was disregarded.
The hopping renormalization Ṽ�k1s = V�k1s/

√
N and Ṽ�k �k′ �k′′σ =

V�k �k′ �k′′σ /
√

N is related to the spin degeneration (N = 2). The
neutralization to the excited configurations is predominantly
occurring by a resonant charge exchange between atom and
band states [third and fourth terms in Eq. (6)] due to the relative
energy levels positions, and because it takes place in a shorter
time than the Auger mechanism.

A. Energy and hopping parameters

The one-electron energy levels are defined as the difference
between the total energies of the system with N + 1 and N

electrons. In this form, we can define the one-electron energy
for the neutralization of He+(1s) to the ground state as ε1s =
E(1s↑1s↓) − E(1s↑) = E(1s↑1s↓) − E(1s↓).

On the other hand, He+(1sσ ) can be neutralized to the
excited state 1s2ασ with a z component of the total spin
Sz = 1, − 1 or to the excited state 1s2ασ̄ with Sz = 0,
each one representing two energy degenerate possibilities.
The one-electron energies associated with these charge-spin
fluctuations are given by ε2ασ = E(1sσ2ασ ) − E(1sσ ) and
ε2ασ̄ = E(1sσ2ασ̄ ) − E(1sσ ).

The atom energy and the hopping terms are obtained from
a model developed for describing the adiabatic interaction
between an atom and a surface, based on both localized and
extended features of the interacting system [43]. Basically, a
linear combination of atomic orbitals (LCAO) of the surface
band states and a mean-field approximation of the two-electron
interaction terms are performed. The effect of the long-range
interactions is introduced by considering the image potential
defining the energy-level shift for large normal distances (z) to
the surface (z > 8 a.u.). The image plane position in the case
of Al(100) surface is zI = 3.5 a.u. We used the atomic basis
for Al and He atoms provided in Ref. [44]. The 2s and 2p

Gaussian orbitals used for He atom [45] approximate well the
energy of the first excited state 3S of He, 19.73 eV against the
experimental value equal to 19.82 eV, and also to the energy of
the excited state 3P , 20.5 eV compared with the experimental
value 20.96 eV [46].

In Fig. 1, we show the variation with the distance to the
surface of the one-electron energy levels associated to the
different neutralization channels and referred to the Fermi
energy of Al(100); the surface local density of states is also
included in the figure [47,48]. It is considered the interaction of
He atom with the scatter aluminum atom and its first neighbors
(see inset in Fig. 1), which were found to be active in the case
of the interaction of the excited states with the surface. The
more localized nature of the He-1s state makes its energy level
practically insensitive to the interaction with many substrate
atoms. The energy levels have been rigidly shifted a little in
order to have asymptotic values equal to the corresponding
ones for the isolated He atom [46].

After the upward shift caused by the image potential
at large distances, the short-range interactions with many
Al atoms diminish the energy of the levels associated with
the neutralization to excited states, locating them below
the Fermi level. This fact makes possible the formation of
excited neutral atoms at distances close to the surface whose
survival probability will depend mainly on the projectile
velocity.
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FIG. 1. (Color online) One-electron energy levels as a function of
ion-surface distance. ε1s (light gray line); ε2sσ (solid dark gray line);
ε2sσ̄ (dotted dark gray line); ε2pzσ (solid black line); ε2pzσ̄ (dotted
black line). Fermi energy εF = 0 is indicated by a dashed-dotted
line. The shadowed region corresponds to the local density of states
(LDOS) of Al(100). Inset: the ion projectile in front of the surface
and the active nine substrate atoms considered (black spheres).

The LCAO expansion of the ψ�k states in the atomic orbitals
φi(�r − �Rs) allows writing [43]

V̂�kβ( �R) =
∑
i, �Rs

c
�k
i, �Rs

〈φi(�r − �Rs)|V̂ |ϕβ(�r − �R)

=
∑
i, �Rs

c
�k
i, �Rs

Vi �Rs ;β,

which is a superposition of the atom-atom couplings weighted
by the coefficients c

�k
i, �Rs

that define the density matrix of the

solid [ �R is the projectile atom position with respect to the
scatter surface atom which defines the origin of coordinates
�Rs = (0,0,0)]:

ρi �Rs ;j �Rs′
(ε) =

∑
�k

c
�k∗
i, �Rs

c
�k
j, �Rs′

δ(ε − ε�k).

In this form, the localized nature of the atoms and the
extended features of the surface enter in the calculation of the
charge exchange between ions and surfaces. The core bands of
the surface are also included by considering them as zero-width
bands. It is found a significant coupling of the He-1s orbital
with the core states of Al that makes possible the promotion of
the helium ionization level and allows for a little chance of a
resonant neutralization. Accordingly to the extended behavior
of the coupling with the valence states of Al, we consider
the first eight neighbors of the Al scatter atom in the LCAO
expansion of the ψ�k states (see inset of Fig. 1).

B. Calculation of the atom charge state probabilities

The probability of ion survival is given by

nHe+ =
∑

σ

〈|1sσ 〉〈1sσ |〉,

while the probabilities of having the atom in neutral configu-
rations are

nHe0(1s2) = 〈|1s↑1s↓〉〈1s↑1s↓|〉
in the case of the ground state, and

nHe0(1s2α,1) =
∑

σ

〈|1sσ2ασ 〉〈1sσ2ασ |〉,

nHe0(1s2α,0) =
∑

σ

〈|1sσ2ασ̄ 〉〈1sσ2ασ̄ |〉

in the case of excited states with Sz = 1,−1 or Sz = 0,
respectively.

The time evolution of the average occupation of each atomic
configuration is calculated by using the equation of motion in
the Heisenberg picture (atomic units are used), as d〈n̂〉/dt =
−i〈[n̂,Ĥ ]〉. By taking into account the energy degeneration
and the normalization of the selected subspace

nHe+ + nHe0(1s2) +
∑

α=s,p

[nHe0(1s2α,1) + nHe0(1s2α,0)] = 1,

it is enough to calculate

d〈|1s↑1s↓〉〈1s↑1s↓|〉
dt

= 4 Im

⎡
⎣∑

�k
Ṽ ∗

�k1s
〈|1s↑1s↓〉〈1s↓|ĉ�k↑|〉

+
∑

�k �= �k′ �= �k′′σ

Ṽ↑�k �k′ �k′′ 〈|1s↑1s↓〉〈1s↓|c†�k′′σ
ck′σ c�k↓〉

⎤
⎦ , (7)

d〈|1s↑2α↑〉〈1s↑2α↑|〉
dt

= −2 Im
∑

�k
V ∗

�k2α
〈|1s↑2α↑〉〈↑0|ĉ�k↑|〉, (8)

d〈|1s↑2α↓〉〈1s↑2α↓|〉
dt

= −2 Im
∑

�k
V ∗

�k2α
〈|1s↑2α↑〉〈↑0|ĉ�k↑|〉. (9)

The first term in Eq. (7) takes into account the contribution
of the resonant charge transfer to the ground state while the
second term is accounting for the Auger neutralization process.
The occupation of the excited configurations is determined
only by the resonant charge-exchange mechanism [Eqs. (8)
and (9)].

The calculation of the crossed terms in the case of the
resonant processes 〈|A〉〈B|ĉ�kσ |〉 has been largely discussed in
Ref. [25]. These ones are calculated by using that

〈|A〉〈B|c�kσ |〉 = (1/2)iF|A〉〈B|(ĉ�kσ )t=t ′ ,
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where F|A〉〈B|(ĉ�kσ ) is given by

F|A〉〈B|(ĉ�kσ )t=t ′ = −i

∫ t

t0

dτ V�kβ[F|A〉〈B|(τ,t)

− (2〈n̂�kσ 〉 − 1)G|A〉〈B|(τ,t)]eiε�k(τ−t). (10)

〈n̂�kσ 〉 corresponds to the Fermi function at a temperature
T . The Green’s functions that appear in Eq. (10) are the
typical ones of the Keldysh formalism [49] but written in the
projection operator language:

G|A〉〈B|(τ,t) = i�(t − τ )〈|{|A〉〈B|(t); |B〉〈A|(τ )}|〉,
F|A〉〈B|(τ,t) = i〈|[|A〉〈B|(t); |B〉〈A|(τ )]|〉,

(11)

where [. . . ; . . .] and {. . . ; . . .} indicate commutator and anti-
commutator, respectively.

The crossed terms related to the Auger process can be
calculated by following a similar procedure:

〈|A〉〈B|c†�k′′σ
c�k′σ c�k↓〉 = (1/2)iF|A〉B|(ĉ

†
�k′′σ

ĉ�k′σ ĉ�k↑)t=t ′ ,

being A = 1s↑1s↓ y B = 1s↓ and

F|A〉〈B|(ĉ
†
�k′′σ

ĉ�k′σ ĉ�k↑) = i〈|[|A〉〈B|; ĉ†�k′′σ
ĉ
†
�k′′σ

ĉ�k′σ ĉ�k↑|]|〉.

The equation of motion of the Green’s function
F|A〉〈B|(ĉ

†
�k′′σ

ĉ�k′σ ĉ�k↑) leads to the following expression in terms
of the Green’s functions [Eq. (11)]:

F|A〉〈B|(ĉ
†
�k′′σ

ĉ�k′σ ĉ�k↑)t=t ′

= i[〈n�k↑〉〈n�k′σ 〉〈1 − n�k′′σ 〉 + 〈n�k′′σ 〉〈1 − n�k′σ 〉〈1 − n�k↑〉]

×
∫ t

t0

dτ Ṽ�k′′ �k′ �k↑(τ )[〈2n�k↑ − 1〉G|A〉〈B|(τ,t)

−F|A〉〈B|(τ,t)]ei(ε�k′′σ −ε�k↑−ε�k′σ )(τ−t). (12)

Finally, we have to calculate the Green’s functions
G|A〉〈B|(τ,t) and F|A〉〈B|(τ,t). We employed the equation-
of-motion method together with a closure criterion based
on a second order in the coupling term and a mean-field
approximation [25]. We can separate the Auger and resonant
contributions to the time derivative of the Green’s functions:

dG(F )

dt
= dG(F )

dt

∣∣∣∣
resonant

+ dG(F )

dt

∣∣∣∣
Auger

.

The contribution of the resonant terms is detailed in
Ref. [25]. In the case of neutralization to the ground state
A = 1s↑1s↓ and B = 1s↑, we have

i
dg|A〉〈B|(t,t ′)

dt

∣∣∣∣
Auger

=
∑

�k �=�k′ �=�k′′σ

Ṽ↑�k′′ �k′ �k(t)〈|1s↑1s↓〉〈1s↓|c†�k′′σ
c�k′σ c�k↑|〉t ′e−i(ε�k↑+ε�k′σ −ε�k′′σ )(t−t ′)ei

∫ t

t ′ ε1sdx

+ i

∫ −∞

∞
dτ [�C(t,τ ) + 2�L(t,τ )]e−i

∫ τ

t
ε1sdxg|A〉〈B|(τ,t ′), (13)

i
df|A〉〈B|(t,t ′)

dt

∣∣∣∣
Auger

=
∑

�k �=�k′ �=�k′′σ

(2n�k↑ − 1)Ṽ↑�k′′ �k′ �k(t)〈|1s↑1s↓〉〈1s↓|c†�k′′σ
c�k′σ c�k↑|〉t ′e−i(ε�k↑+ε�k′σ −ε�k′′σ )(t−t ′)ei

∫ t

t ′ ε1sdx

+ i

∫ ∞

−∞
dτ [�C(t,τ ) + 2�L(t,τ )]e−i

∫ τ

t
ε1sdxf|A〉〈B|(τ,t ′)

+ i

∫ ∞

−∞
dτ [�C(t,τ ) + 2�L(t,τ )]e−i

∫ τ

t
ε1sdxg|A〉〈B|(τ,t ′). (14)

The neutralization to the excited states is indirectly affected by the Auger mechanism of neutralization only assumed operative
for the ground state. In this case, A = 1s↑2ασ and B = 1s↑, the contribution of the Auger terms to the total Green’s function is
given by

i
dg|A〉〈B|(t,t ′)

dt

∣∣∣∣
Auger

=
∑

�k �=�k′ �=�k′′σ

Ṽ↑�k′′ �k′ �k(t)〈|1s↑1s↓〉〈1s↓|c†�k′′σ
c�k′σ c�k↑|〉t ′e−i(ε�k↑+ε�k′σ −ε�k′′σ )(t−t ′)ei

∫ t

t ′ ε1sdx

+ i

∫ −∞

∞
dτ �C(t,τ )e−i

∫ τ

t
ε1sdxg|A〉〈B|(τ,t ′), (15)

i
df|A〉〈B|(t,t ′)

dt

∣∣∣∣
Auger

=
∑

�k �=�k′ �=�k′′σ

(2n�k↑ − 1)Ṽ↑�k′′ �k′ �k(t)〈|1s↑1s↓〉〈1s↓|c†�k′′σ
c�k′σ c�k↑|〉t ′e−i(ε�k↑+ε�k′σ −ε�k′′σ )(t−t ′)ei

∫ t

t ′ ε1sdx

+ i

∫ ∞

−∞
dτ �C(t,τ )e−i

∫ τ

t
ε1sdxf|A〉〈B|(τ,t ′) + i

∫ ∞

−∞
dτ �C(t,τ )e−i

∫ τ

t
ε1sdxg|A〉〈B|(τ,t ′). (16)
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The phase transformation

G(F )|A〉〈B|(t,t ′) = e−i
∫ t

t ′ [E(|A〉)−E(|B〉)]dτ g(f )|A〉〈B|(t,t ′)

has been performed in all the expressions before [Eqs. (13)–(16)]. Notice that the crossed term (〈|1s↑1s↓〉〈1s↓|c†�k′′σ
c�k′σ

c�k↑|〉t ′
is appearing in the motion equation of the Green’s functions, which marks a difference with respect to Refs. [17,18]. This new
term is associated to the spin fluctuation statistics we are considering in this work.

The Auger self-energies for capture [�C(t,τ ), �C(t,τ )] and loss [�L(t,τ ), �L(t,τ )] processes introduced in Eqs. (13)–(16)
are given by (we neglect the exchange terms)

�C(t,τ ) = i�(τ − t)
∑

�k �=�k′ �=�k′′σ

Ṽ ∗
�k′′ �k′ �k↓(t)Ṽ�k′′ �k′ �k↓(τ )〈n�k↓〉〈n�k′σ 〉〈1 − n�k′′σ 〉ei(ε�k↓+ε�k′σ −ε�k′′σ )(τ−t),

�L(t,τ ) = i�(τ − t)
∑

�k �=�k′ �=�k′′σ

Ṽ ∗
�k′′ �k′ �k↑(t)Ṽ�k′′ �k′ �k↑(τ )〈n�k′′σ 〉〈1 − n�k′σ 〉〈1 − n�k↑〉ei(ε�k↑+ε�k′σ −ε�k′′σ )(τ−t),

�C(t,τ ) = i
∑

�k �=�k′ �=�k′′σ

Ṽ ∗
�k′′ �k′ �k↓(t)Ṽ�k′′ �k′ �k↓(τ )〈2n�k↓ − 1〉〈n�k↓〉〈n�k′σ 〉〈1 − n�k′′σ 〉ei(ε�k↓+ε�k′σ −ε�k′′σ )(τ−t),

�L(t,τ ) = i
∑

�k �=�k′ �=�k′′σ

Ṽ ∗
�k′′ �k′ �k↑(t)Ṽ�k′′ �k′ �k↑(τ )〈2n�k↑ − 1〉〈n�k′′σ 〉〈1 − n�k′σ 〉〈1 − n�k↑〉ei(ε�k↑+ε�k′σ −ε�k′′σ )(τ−t).

(17)

The factor 2 that appears multiplying the self-energies
related to the loss processes in Eqs. (13) and (14) is due to
the spin fluctuation statistics; the loss process (He0 → He+)
has double the chances than the capture one (He+ → He0).

The final expressions of the Auger self-energies are ob-
tained by following the procedure detailed in Refs. [17,18].
The surface is taken into account by using the second ansatz
of Ref. [18]:

�C,L(t,t ′) = �vol
C,L(t − t ′)f (t)f (t ′),

with f (t) given by

f (t) =
{
e−[z(t)−zj ]/2d if z > zj ,

1 if z < zj ,
(18)

where zj = 2 a.u. is the jellium edge position and d =
1.15 a.u.

IV. RESULTS AND DISCUSSION

In the previous works [17,18], the scattering angles 180◦
and 135◦ were used indistinctly and it was found practically
no differences between both backscattering situations. In this
work, we choose a scattering angle of 180◦ with a normal
incidence which is the more appropriate scattering geometry
for our model calculation. In this case, by taking into account
the energy loss factor calculated for a scattering angle of
180◦, the ion energy in the outgoing path (Eout) is 0.55 times
the incoming energy (Ein). The turning points of the ion
trajectory are determined from the He-Al interaction energy
and vary from 0.5 a.u. for the minimum incident energy
value considered (450 eV) to 0.2 a.u. for the maximum
value considered (3000 eV). The quantity measured is the ion
fraction and it will be compared with our theoretical results
P + = 1 − nHe0(1s2) − ∑

α=s,p[nHe0(1s2α,1) + nHe0(1s2α,0)].

A. The ground state as the unique neutralization channel

The neutralization probability is given by the occupation of
the only one active state He-1s assumed in this approximation.
In this case, the calculation of the ion survival probability is
done in the first place by ignoring the electron spin (spinless
approximation) as in previous works [17,18], and then by
including the spin fluctuation statistics.

In Fig. 2, we compare the calculated ion fraction by
using the spinless approximation, as a function of the ion
inverse velocity, with the experimental results shown in
previous works [16,17]. In this figure, from the analysis
of the ion survival probability by considering either the
Auger or the resonant mechanism alone, we observe that the

FIG. 2. (Color online) Spinless calculation of the ion fraction as
a function of the inverse perpendicular velocity for the incoming
(in) and outgoing (out) trajectories. Auger mechanism (triangles);
resonant mechanism (circles); both mechanisms (squares). Full
symbols: by including spin fluctuations. The diamonds correspond
to the experimental data [17]. Incident kinetic energies (in keV) are
indicated by arrows on the lower x axis.
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(a) (b) (c)

FIG. 3. (Color online) Spinless calculation of the ion fraction as
a function of the inverse ion velocity. This work (squares), Ref. [17]
(circles), Ref. [18] (triangles). (a) Auger, (b) resonant, (c) both Auger
+ resonant. The diamonds correspond to the experimental data [17].
Incident kinetic energies (in keV) are indicated by arrows on the lower
x axis.

resonant mechanism contributes very little to the ground-state
neutralization.

The calculated ion fraction by including the spin fluctua-
tions is also shown in Fig. 2. In this calculation, the resonant
charge-exchange process is described by the first two terms
of Eq. (6) and it is equivalent to an infinite correlation limit
approximation. Only slight differences by considering the spin
fluctuations are observed. The tendency is to increase the ion
survival probability due to the two possibilities of electron loss
introduced by the spin statistics [see Eqs. (13) and (14)], but
in this case the loss processes are very improbable due to the
large ionization energy of helium.

In Fig. 3, we compare the results of this work with those
of previous works [17,18] calculated by using the spinless
approximation for different scattering angles: 135◦ in Ref. [17]
and 180◦ in Ref. [18]. It can be seen that the total ion
fractions are very similar [Fig. 3(c)]. Nevertheless, when we
analyze separately each mechanism, we find that the present
calculations lead to a larger Auger neutralization [Fig. 3(a)]
and to a smaller resonant one [Fig. 3(b)]. We can understand
this result from the difference between the parameters used in
this work and those used in Refs. [17,18]. The major flexibility
of the atomic basis (1s, 2s, 2p) used in this work leads to a more
pronounced falldown of the ionization level near the surface
and to smaller coupling integrals. Then, a larger ionization
energy favors the Auger neutralization while the resonant
mechanism becomes less probable due to the smaller values
of both the He(1s) energy and the coupling integrals.

B. Calculation including the resonant charge
exchange with helium excited states

The successive calculations of the ion fraction are shown
in Fig. 4: by only considering the Auger process, by including
the resonant neutralization to the ground state, and finally, by
including also the resonant neutralization to the excited states
of helium. We can see that the agreement with the experiment

FIG. 4. (Color online) Ion fraction as a function of the inverse
ion velocity, by including the different neutralization channels. Only
Auger (triangles); resonant and Auger neutralization to the ground
state (empty squares); by including also the resonant neutralization
to the excited states (solid squares). The diamonds correspond
to the experimental data [17]. Incident kinetic energies (in keV)
are indicated by arrows on the lower x axis. The circle symbols
correspond to the ion fraction calculated by using the semiclassical
approximation (see the text).

is largely improved when the interaction between the atom
excited states and the surface band states is taken into account.

In Fig. 4, we also show the ion fraction calculated by
using the semiclassical approximation [16–18] in which both
mechanisms, Auger and resonant, are acting independently.
As in previous works, we find that the interference between
Auger and resonant mechanism along the ion trajectory is not
important when the ground state is the only one neutralization
channel [17,18]. The inclusion of excited configurations
changes a little this scenario but within the experimental error
bars, both calculations are similar and good enough.

In Fig. 5(a), it is shown how much the resonant neutraliza-
tion to the ground state is affected by the presence of helium
excited states. On the other hand, from Fig. 5(b) we can observe
that the resonant neutralization to the excited states is not
significant.

The very presence of the excited configurations of he-
lium interacting with the band states affects the occupation
probability of the ground state, as it can be seen from the
time-dependent evolution of the Green’s functions in [25].
This correlation effect can be seen more clearly in the static
limit by analyzing the shift and broadening of the active levels
involved, which are obtained, respectively, from the real and
imaginary parts of the Fourier-transformed self-energies. In
the case of the He(1s) energy level, the self-energy (only the
resonant contribution) is given by [25]

�1sσ (ω) = �0
1s(ω) +

∑
�k

|Ṽ�k1s |2〈1 − n�kσ 〉
ω − ε�k − iη

+
∑

�k,σ ′,α=s,p

|V̂�k2α|2〈n�kσ ′ 〉
ω − ε�k + ε2ασ ′ − ε1s − iη

, (19)

where the first term is the noninteracting part of the self-energy,
the second is due to the spin fluctuation statistics, and the
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(a)

(b)

FIG. 5. (Color online) Contributions of the resonant process to
the neutral fraction as a function of the inverse ion velocity.
(a) Neutralization to the ground state when the excited states are
considered (solid squares) and when they are disregarded (empty
squares). (b) Neutralization to the excited states: He-1s2s (circles)
and He-1s2p (down triangles).

third one has to be with the correlation effects introduced
by the excited electronic configurations. No matter what the
occupations of the excited configurations are, the width and
shift of the ionization level will be affected by the presence of
excited states whose energies are positioned below the Fermi
level and have a non-negligible coupling with the surface
states.

The expression of the self-energy associated with excited
states is

�2ασ (ω) =
∑

�k

|V̂�k2ασ |2
ω − ε�k − iη

+
∑

�k

|Ṽ�k1s |2〈n�kσ 〉
ω − ε�k + ε1s − ε2ασ − iη

+
∑

�k,(βσ ′)�=(ασ )

|V̂�k2β |2〈n�kσ ′ 〉
ω − ε�k + ε2βσ ′ − ε2ασ − iη

. (20)

The corresponding atom energy levels shifted by the real part
of Eqs. (19) and (20) are shown in Fig. 6 as a function of
the distance to the surface. In the case of the He ground
state [Fig. 6(a)], we obtain practically the same energy level
when considering or not the correlation effects due to the
spin statistics; the energy increase close to the surface is
due to the antibonding interaction with the Al-core states (2s

(a)

(b)

FIG. 6. (Color online) Energy levels as a function of the ion-
surface distance. In panel (a): gray solid line corresponds to the
adiabatic calculation of the He ionization level (see Sec. III A); dotted
line to the ε1s energy level shifted by the interaction with the Al-core
states and by spin statistics effects [the sum of the real parts of first and
second terms in Eq. (19)]; solid black line is the ion level including the
shift by the correlation effects introduced by the excited states [real
part of the third term in Eq. (19)]. In the inset, the widths of the shifted
energy levels. In panel (b): excited energy levels: ε2sσ (squares), ε2sσ̄

(circles), ε2pzσ (up triangles), and ε2pzσ̄ (down triangles). The empty
symbols correspond to the respective levels shifted by the interaction
[the real part of Eq. (20)]. The shadowed region is the LDOS of
Al(100).

and 2p). The interaction of the He excited states with the
surface increases the energy of the He(1s) level and also its
hybridization width (see inset in Fig. 6) along a large range of
distances. Both results are caused by the correlation effects
introduced by the excited configurations, and they lead to
an increase of the probability of neutralization to the ground
state, as it is observed in Fig. 5(a). In the case of the excited
one-electron levels shown in Fig. 6(b), they are shifted upwards
and resonate with the empty band states due to the presence of
the other states interacting with the surface, justifying in this
form the negligible occupation observed in Fig. 5(b).

Finally, the sensitivity to the scattering geometry when
including the He excited states can be seen in Fig. 7. In this
figure, we present our full calculation of the ion fraction for
normal incidence in the case of a scattering angle of 136◦,
which is the scattering geometry of the experiments shown
in Refs. [16,35] (both experimental results correspond to a
polycrystalline surface). The results for the case of normal
incidence and a scattering angle of 180◦ are also included in

195416-8



IMPORTANCE OF CONSIDERING HELIUM EXCITED . . . PHYSICAL REVIEW B 90, 195416 (2014)

FIG. 7. (Color online) Ion fraction as a function of the inverse
ion velocity. Full calculations for scattering angles of 180◦/136◦

(full/empty squares). Experimental data are represented by diamond
symbols: Ref. [16] (empty symbols) and Ref. [35] (full symbols). In
the inset, the resonant neutralization to the ground state is compared
for the two scattering angles (corresponding symbols as in the main
figure).

this figure for comparison. In our model calculation the ion
trajectory is always normal to the surface, but the velocity
corresponds to the normal component of the one in the
experimental setup. Then, in the case of the scattering angle
equal to 136◦, the exit energy is diminished by the loss factor
(0.6) and also by the sin2(46◦) (Eout = 0.31Ein). A lower
velocity along the outgoing trajectory means a longer time
in contact with the surface and, therefore, a more probable
neutralization to the ground state (see inset in Fig. 7). A
smoother velocity dependence of the ion fraction is obtained
in this case and the agreement with the experiment seems to
be slightly improved.

V. CONCLUSIONS

We perform a time-dependent calculation of the charge-
exchange processes in He+/Al scattering, in which we also

include the first excited states of helium and consider both
mechanisms, Auger and resonant. We assume that the neutral-
ization to the ground state is occurring via the two mechanisms,
while the neutralization to the excited states is only due to
resonant processes. Our starting point is an extended Anderson
Hamiltonian projected over the atomic configuration space
with an appreciable probability of occurrence. A Keldysh-
Green functions technique is used to solve the dynamical
evolution of the interacting system and obtain the ion survival
probability, which is the measured quantity in the He+/Al
collision. An exhaustive analysis of the different possible
calculations of the neutralization of He+ is performed: the
typical one including only the ground state by either neglecting
or not the electron spin, and finally the calculation which takes
into account the excited configurations of helium.

We found that including the ground and excited configu-
rations of helium within a formalism that accounts properly
for the correlation effects leads to a marked upward shift of
the He(1s) level and also to an increase of the hybridization
width along the ion trajectory. In this form, the resonant neu-
tralization to the ground state becomes more efficient and the
agreement with the experimental results is greatly improved.
We can also observe the more marked structure introduced by
the resonant processes in the velocity dependence of the ion
survival probability.

We also found from the comparison with the results ob-
tained from the semiclassical approximation that the inclusion
of the excited states does not introduce remarkable interference
effects between the two neutralization mechanisms, resonant
and Auger.

Finally, we consider that the theoretical results presented in
this work together with those presented in Ref. [25] point out
that the excited states of the projectile atom play an important
role in the scattering of He+ by metallic surfaces.
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