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In nature, many systems exhibit modulated phases with periodic macroscopic patterns and textures mainly due
to the competitive interactions of different phases. Vortex systems in superconductors, which are easy to access,
offer the possibility of tuning the ratio between the competitive interactions, providing a unique tool to study
the evolution and equilibrium of similar patterns. The κ-T phase diagram of clean superconductors shows the
transition from type-I to type-II superconductivity via a narrow κ range near the dual point κ = 1/

√
2 where the

vortices attract each other at long distances and repel each other at short distances. This κ range, which is termed
the type-II/1 phase, becomes larger with decreasing temperature. The direct imaging at the scale of individual
vortices of the vortex pattern transition would provide valuable information. Therefore, by using scanning Hall
probe microscopy, we have performed direct visualization of the vortex pattern transition in a ZrB12 single
crystal across the type-II and type-II/1 phases. By gradually lowering the temperature, and thereby tuning vortex
interactions, a transition is observed from the ordered Abrikosov vortex lattice to a disordered vortex pattern with
large areas of Meissner phase, vortex chains, and vortex clusters. The formation of vortex chains and clusters has
been found to arise from the combined effect of quenched disorder and the attractive vortex-vortex interaction in
the type-II/1 phase. The clusters and chains serve as the vortex reservoir to enable the formation of a triangular
vortex lattice of the type-II phase at high temperatures.
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I. INTRODUCTION

The morphology as well as the physical properties of
different condensed matter systems are mainly defined by
the interactions among relevant “elements.” These interactions
can either be monotonous (i.e., fully repulsive or attractive) or
competing [1–6]. In physics, superconductivity offers a unique
scenario to study different kind of interactions including
vortex-vortex interactions. Due to its easy accessibility, one
can tune various relevant parameters such as flux density
B and interaction strength T or even control the amount
of quenched disorder present in the system. On top of this,
different superconducting systems present different types of
the vortex-vortex interactions.

Commonly, superconductors are divided into two cate-
gories by using the Ginzburg-Landau (GL) parameter κ = λ/ξ

(λ is the penetration depth, ξ is the coherence length): type I
with κ < 1/

√
2; type II with κ > 1/

√
2. These two kinds of

superconductors display different orders of phase transition
when approaching the normal state under the presence of a
magnetic field, with a first-order transition for type I and sec-
ond order for type-II superconductors. However, it is revealed
that the superconducting to normal phase transition can be of
both first and second order in superconductors with κ very
close to the dual point 1/

√
2, which was coined as type-II/1

phase by Auer and Ullmaier [7] in order to distinguish it from
the Shubnikov phase in traditional type-II superconductors
(type-II/2). The phase transitions can be differentiated by the
isothermal magnetization measurements, where the type-II/1
superconductors experience a first-order transition at Hc1 with
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a magnetization jump and then progressively transit to the
normal state at Hc2 like the normal type-II/2 superconductors
[Fig. 1(e)]. The κ-t (t = T/Tc) phase diagram has also been
made through the study of several low-κ superconductors [7,8],
as shown in Fig. 1(a).

In type-II/2 superconductors, vortex-vortex interaction is
purely repulsive; due to that, the most energetically favorable
state is the triangular ordered vortex lattice (VL), which is well
known as the Abrikosov VL [e.g., the lower panel of Fig. 1(b)
for NbSe2]. On the contrary, in type-I superconductors with
a finite demagnetization factor N , the interaction between
vortices becomes long-range repulsive and short-range at-
tractive. Flux units tend to merge with each other to form
flux tubes (giant vortices) and stripes (large normal domains)
as shown in the upper panel of Fig. 1(b) for a type-I Pb
film. Yet, in type-II/1 superconductors, vortices penetrate
in at Hp = (1 − N )Hc1 and form the intermediate mixed
state (IMS) with domains of triangular VL surrounded by
large areas of the Meissner state [9]. The IMS is explained
by the competition of long-range attractive and short-range
repulsive interactions among vortices [10].

The phase diagram of low-κ clean superconductors in the
κ-t plane was first computed from BCS-Gor’kov-Eilenberger
theory by Klein [11]. Nevertheless, so far, the phase transitions
and related vortex patterns for type-II/1 superconductors are
not well understood, mainly because of the lack of low-κ
superconductors, the interplay of quenched disorder, and the
proper technique to visualize the vortices. Ever since the early
reports of the IMS observed by the Bitter decoration technique
about 40 years ago [12,13], most work has been focused
on theoretical simulations, and various vortex patterns have
been predicted [10,14–19]. By using the small-angle neutron
scattering technique, the morphology of the vortex pattern in
low-κ Nb superconductors has been reported [20–22]. So far,
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FIG. 1. (Color online) Sample characterization and vortex phase diagram. (a) Representation of the κ-t phase diagram. The shaded area
represents the type-II/1 regime close to the dual point. (b) Typical images of the vortex patterns for the well-known type-I superconductor Pb
(upper) and type-II/2 superconductor NbSe2 (lower). The dark (bright) area represents the normal (superconducting) state. (c) Zero-field-cooling
(ZFC) and field-cooling (FC) measurements of dc magnetization in a field of 1 Oe. The difference between FC and ZFC curves at low
temperatures indicates the presence of pinning in the material. (d) In-phase and out-of-phase ac susceptibility measured at hac = 1 Oe,
f = 1333 Hz. (e) Virgin M-H curves for ZrB12 at various temperatures. The dashed line marks the position of H ∗, above which type-II behavior
dominates. (f) The magnetization jump at Hp as a function of reduced temperature. By extrapolating the linear dependence, �M disappears at
T ∗ ∼ 0.97Tc. (g) H-T phase diagram showing different regimes of vortex phases, where the type-II/1 regime only occupies a narrow area.

no local direct observation has been provided, especially in
superconductors with quenched disorder, where the use of the
neutron scattering technique is quite limited.

In this article, we report the vortex evolution from the type-
II/1 to the type-II/2 phase in a low-κ superconductor ZrB12 sin-
gle crystal by varying the temperature. Close to Tc in the type-
II/2 phase, an Abrikosov VL is well formed. On decreasing
temperature the VL undergoes a transition toward a square VL.
By further decreasing the temperature the system transits to the
type-II/1 phase, where very inhomogeneous vortex patterns
have been observed with vortex chains, vortex clusters, and
isolated vortices surrounded by large Meissner areas. The
formation of the vortex clusters is studied in detail, and the
important contribution of the quenched disorder is revealed.

II. EXPERIMENTAL

The study is performed on a high-quality single crystal
of ZrB12 with Tc ∼ 5.95 K as deduced from the dc and
ac magnetization measurements [Figs. 1(c) and 1(d)]. The
ZrB12 single crystal was prepared by the inductive zone
melting method [23]. The crystal has a very flat surface
with a roughness around 2 nm, as shown in Fig. s1 of the
Supplemental Material [24]. Bulk magnetization measure-
ments were carried out with a SQUID from Quantum Design.
Local magnetic field measurements were carried out by using
a modified scanning Hall probe microscope (SHPM) from
Nanomagnetics Instruments with a temperature stability better
than 1 mK and a magnetic field resolution of 0.1 Oe. The
images were recorded in lift-off mode by moving the Hall
cross above the sample surface at a height of about 1 μm.

All the experiments were performed with the field applied
perpendicular to the sample surface.

III. RESULTS AND DISCUSSIONS

A. Vortex phase diagram

Figure 1(e) presents the virgin M(H ) curves at various
temperatures. It is clear that below the penetration field Hp the
sample is in the Meissner state. At Hp the M(H ) curves exhibit
an abrupt magnetization jump �M due to the attractive vortex
interaction, and the magnetic field penetrates in the sample to
form the IMS. When the magnetic field reaches H ∗, another
discontinuity appears, then M gradually decreases to 0 at Hc2.
With increasing temperature, the magnetization jump �M is
suppressed and traditional type-II behavior dominates [25].
This can better be seen in Fig. 1(f) where �M follows a linear
dependence with temperature as indicated by the solid line,
and above T ∗ ∼ 0.97Tc, �M decreases to zero, indicating
the repulsive interaction prevails. The observed behavior is
very similar to another type-II/1 superconductor Nb reported
before [8]. Since ZrB12 has a GL parameter κ very close to
the 1/

√
2, small changes in the sample preparation process

(e.g., defect concentration and thermal treatment) could result
in the change of G-L parameter. The preparation method used
for our crystal yields typically a κ value between 0.8 and
1.12. The phase diagram deduced from above is shown in
Fig. 1(g). Three magnetic phases are observed, with the IMS
only occupying a narrow area on the phase diagram. However,
it should be noted that due to the existence of a surface barrier
and random pinning produced by the quenched disorder, the
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FIG. 2. (Color online) Vortex pattern evolution with cycling temperature after FC using H = 4.73 Oe. (a) SHPM images observed with
decreasing temperature. The dark spots represent vortices. A distorted triangular VL is observed at 5.82 K as highlighted by the symbols.
With decreasing temperature, vortices tend to form a square lattice, as indicated by the white squares, and then transform to a disordered state
with vortex chains (open symbols) and clusters (dashed circle) as can be seen at 5.4 and 5.1 K. (b) When cycling the temperature back, a
disorder-to-order transition of the vortex arrangement is recovered. (c) The normalized number of vortices observed in the scanned area as a
function of temperature under various fields. The increasing trend with decreasing temperature suggests that the vortex pattern is compressed
by the vortex attraction in the scanned area, resulting in areas of the sample free of vortices.

vortex patterns nucleated above Hc1 can still be observed
even when entering in the Meissner state by, for example,
performing a field-cooling (FC) process.

B. Vortex pattern evolution

To study the vortex patterns in the different phases
mentioned above, we perform FC first and then map the
field distribution while progressively cycling the temperature.
Images are taken under isothermal conditions. The evolution
of the vortex patterns for a FC under a magnetic field of 4.73
Oe is shown in Fig. 2. The dark spots represent vortices, while
the intervortex superconducting states are displayed as bright
areas. At 5.82 K the Abrikosov VL is well formed indicating
the sample is in the traditional type-II/2 regime. Note that the
triangular VL is distorted, due to the existence of quenched
disorder. In some other areas with fewer defects, a well-ordered
triangular lattice is formed at high temperatures (see Fig. s3
of the Supplemental Material [24]). With decreasing temper-
ature, the VL becomes more and more disordered as a result
of the increase of the attractive interactions among vortices.
At intermediate temperatures, a square lattice is energetically
favorable as shown by the white circles at 5.67 and 5.6 K
(also see Fig. s4 in the Supplemental Material). The change
from triangular lattice to square lattice is also confirmed by the
Fourier transform of corresponding images (see Supplemental
Material, Fig. s5). A square lattice has also been suggested
for another low-κ material (Nb) from the neutron diffraction
measurements [20]. Very recently, Meng et al. [26] proposed
that the various vortex symmetries, including the square
lattice, can be generated in superconducting systems with
multiscale intervortex interactions, which is in accordance with
our findings. At still low temperatures, vortices finally form
vortex chains and clusters, as indicated by the open symbols
and dashed circles, respectively. This order-disorder transition
can be reversed by warming up the sample across the phase

boundaries as presented in Fig. 2(b). We have repeated the
whole process at several randomly chosen locations. All of
them show similar phenomena as discussed above.

The observation of vortex chains is quite interesting. A
similar phenomenon has been observed in many physical
systems with competitive interactions. For example, in the
transition from the vortex solid to vortex liquid phase, the
thermal fluctuations overcome the vortex repulsive interac-
tion and linear vortex arrangement appears [27]. Here, the
competition arises from the short-range repulsive and long-
range attractive interactions. A close resemblance has also
been found compared to the vortex patterns in the type-1.5
superconductor MgB2, where vortex stripes and clusters are
formed under the competition of long-range attraction and
short-range repulsion among vortices due to the two-band
effect [28–31]. We have also counted the number of vortices
in each image as displayed in Fig. 2(c). It is seen that
with decreasing temperature, the number of vortices in the
scanned area increases. This suggests that the vortex pattern
is compressed, which provides evidence of the long-range
attractive interaction. As a consequence, in some other areas,
there are fewer vortices compared to the current location,
which will be shown below (Figs. 3 and 4).

We also notice that in some scanned areas, there exists a
hysteresis from the disorder-to-order transition when warming
up the sample. Only at higher temperatures can the vortex
pattern recover the same ordered state as the one obtained
during the initial FC. This might be related to the presence of
random pinning in the material. When performing field cooling
from high temperature, the vortices nucleated in the sample
are homogeneously distributed. The main interaction among
vortices is repulsive, leading to the formation of the Abrikosov
VL. With decreasing temperature an attractive interaction
between vortices starts to develop, leading to vortex accu-
mulation in order to balance the resulting increase in energy.
The presence of quenched disorder in the sample gives rise
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FIG. 3. (Color online) Vortex pattern nucleated after FC to various temperatures at H = 3.8 Oe. The Delaunay triangulation of the vortex
pattern is also shown in each panel, where the vertices of each triangle represent the locations of the vortices. The scale bar below each image
represents 4 μm. (a) At T = 4.26 K, a very inhomogeneous pattern is observed with vortices accumulated in the central part of the scanned
area. (b) When increasing temperature to 5.53 K, vortices begin to expand due to the decrease of the attractive interaction, and seven-fold- and
five-fold-coordinated vortices can be observed, as highlighted by the green and red lines, respectively. (c) At 5.76 K, vortices are distributed
homogeneously in the whole pattern with most of them having six-fold coordination. (d) Histogram of the nearest-neighbor distances for the
vortex patterns at various temperatures. The bin size used here is 0.15 μm. The red line is a Gaussian fit to the histogram. The green and yellow
lines are B-spline lines. At low temperatures, more distribution peaks appear. (e) Nearest-neighbor distance at the peak position as a function
of temperature. The shaded area indicates the peak distribution width, which increases with decreasing temperature. The dashed and dotted
lines correspond to the nearest-neighbor distance for a triangular and square lattice, respectively.

to a weak pinning landscape in ZrB12, and as a consequence
preferential positions exist for vortex nucleation, and vortices
will cluster around them. When cycling the temperature back,
vortices need a stronger repulsive force to overcome the
pinning force. Therefore, the VL can only recover at higher
temperature. Similar hysteresis effect has also been observed
in the intermediate state of type-1 superconductors [32,33].

C. Statistics of vortex arrangement

To confirm the above hypothesis, we have stitched together
a few SHPM images to visualize a larger sample area in
both type-II/2 and type-II/1 regimes, as presented in Fig. 3.
To show the vortex distributions more clearly, we plot the
vortex positions for the ordered and disordered vortex patterns
using the Delaunay triangulation method. At T = 4.26 K
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FIG. 4. (Color online) Vortex cluster formation. (a) SHPM images observed at 4.2 K after FC with progressively increasing magnetic
fields, showing the formation of a vortex cluster. The symbols indicate the location of the vortices. (b) Averaged nearest-neighbor distance as a
function of the applied magnetic field for the vortex cluster of (a). The nearest-neighbor distance for the VL at 5.85 K is shown by the squares,
which well follows the triangular arrangement of the Abrikosov VL (dashed line).
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[Fig. 3(a)], deep in the type-II/1 regime, a very inhomogeneous
vortex pattern with vortex chains, clusters, and large Meissner
(vortex-free) areas is observed. At T = 5.53 K [Fig. 3(b)],
the highly dense vortex area expands due to the weakening of
the attractive force with increasing temperature, resulting in
a more ordered pattern. Seven-fold- and five-fold-coordinated
vortices are observed in this temperature regime as highlighted
by the green and red lines, respectively. At 5.76 K, the
vortex pattern further expands with vortices distributed over
the whole scanned area, forming an Abrikosov lattice. Most
of the vortices have six-fold coordination. Notice that the
Abrikosov lattice contains some defects as expected at low
fields as a consequence of the presence of weak pinning
[34].

The distribution of the first-neighbor distances dv−v cal-
culated for both ordered and disordered states is plotted in
Fig. 3(d). The vortex distribution for the ordered state (squares)
can be fitted by a Gaussian form with the maximum point of the
statistics around 2.47 μm, which is consistent with the value (∼
2.5 μm) from the triangular VL at the same field using d2

v−v =
2φ0/

√
3B. In contrast, the disordered state shows a much

broader distribution with additional peaks being observed. The
observed vortex distribution peaks as a function of temperature
are displayed in Fig. 3(e). It is seen that with decreasing
temperature, the minimum dv−v value at the peaks decreases
while the peak distribution width (shown by the shaded
area) increases. These results provide direct evidence for the
attractive interactions between vortices at low temperatures.

The observed vortex distribution in the type-II/1 phase of
ZrB12 is remarkably different from those observed previously
in other low-κ superconductors like in high-purity Nb sam-
ples [12,21,35], where the Meissner areas appear surrounded
by mixed-state areas presenting a triangular VL. In our ZrB12

single crystal, the vortex patterns in the type-II/1 phase are
highly disordered, mainly composed of isolated vortices, and
vortex clusters, and chains. It is clearly observed that the
vortices that form the clusters are very close to each other.
For example, some vortices inside the clusters shown in
Fig. 3(e) have a first-neighbor separation of 1.15 μm. We
also notice that the vortex clusters have very irregular shapes,
which can be explained by the symmetry-breaking effect due
to the presence of random pinning centers. Such a scenario
is in good agreement with the theoretical simulations of a
superconducting system with competing interactions and weak
pinning centers [14,17]. We would like to stress that these
disordered structures, appearing in the type-II/1 phase, have
been observed all over the sample (see also in Supplementary
Material V). We suggest that the vortex clusters play a role
as the vortex reservoir in the type-II/1 phase. With increasing
temperature, the vortex cluster will gradually expel the vortices
to fill up the Meissner area and form the Abrikosov lattice of
the type-II/2 phase.

D. Vortex cluster formation

To further understand how the vortices are distributed
inside the vortex clusters, we have performed FC at various
magnetic fields with 0.04-Oe dc field increment. The results
are presented in Fig. 4(a). The vortices are shown by using
different symbols:

(1) Core vortices, shown by diamonds, are the vortices
located close to the pinning centers. After each field cooling,
they always prefer to sit around the same locations. These
vortices form the cluster cores.

(2) Fringe vortices, marked by open circles, nucleate around
the core vortices at high temperatures and subsequently are
pushed to them by the attractive interaction when cooling down
to the type-II/1 regime.

Fringe vortices tend to form the triangular arrangement with
core vortices, forming the periphery of the clusters. In this sce-
nario, the vortex clusters can still be regarded as a distorted tri-
angular VL. Notice, however, that the averaged first-neighbor
distance inside the cluster exhibits a very weak dependence
on the external field [Fig. 4(b)]. This is different from the
case of clean low-κ superconductors, where Meissner areas
appear surrounded by mixed-state areas presenting a triangular
VL with constant vortex-vortex separation. The presence of
weak pinning might lead to an inhomogeneous distribution of
the attractive force, which needs further study. Additionally,
it should be noted that no giant vortices are formed in the
vortex cluster, suggesting the repulsive force dominates at
short distances and the measured temperature range.

IV. CONCLUSION

In summary, we have presented the direct visualization,
with single vortex resolution, of the vortex pattern transition in
the low-κ ZrB12 superconductor across its type-II/2 and type-
II/1 phases. A wealth of previously unknown information has
been obtained. In the type-II/2 phase, we have observed that
weak pinning arising from the quenched disorder present in the
sample creates only a small amount of defects in the Abrikosov
lattice, as is predicted by the theory. In contrast, in the type-II/1
phase, the deviation from the vortex patterns observed in
clean systems and from those predicted by simulations, which
include random pinning, is much bigger. We observe a highly
disordered state composed of a rich variety of structures,
including vortex clusters, chains, and isolated vortices. That
could be explained by the presence of long-range vortex at-
tractions combined with randomly distributed pinning centers.
We have also studied the evolution of the vortex clusters as we
change the particle density and we have observed that clusters
tend to form around energetically favored positions all over the
sample. The vortices in the clusters arrange in a much distorted
triangular symmetry, keeping their first-neighbor distances
constant as the particle density is increased. The results
presented here unveil the intricate process of phase transition
in superconductors with competing interactions. Moreover, the
detailed phase transition process also provides a reference as
a general mechanism for other systems with similar particle
interaction such as protein molecules in solutions.
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