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Coupled experimental and DFT + U investigation of positron lifetimes in UO2
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We performed positron annihilation spectroscopy measurements on uranium dioxide irradiated with 45 MeV
α particles. The positron lifetime was measured as a function of the temperature in the 15–300 K range. The
experimental results were combined with electronic structure calculations of positron lifetimes of vacancies
and vacancy clusters in UO2. Neutral and charged defects consisting of from one to six vacancies were studied
computationally using the DFT + U method to take into account strong correlations between the 5f electrons of
uranium. The two-component density functional theory with two different fully self-consistent schemes was used
to calculate the positron lifetimes. All defects were relaxed taking into account the forces due to the creation of
defects and the positron localized in the vacancy. The interpretation of the experimental observations in the light
of the DFT + U results and the positron trapping model indicates that neutral VU + 2VO trivacancies (bound
Schottky defects) are the predominant defects detected in the 45 MeV α irradiated UO2 samples. Our results
show that the coupling of a precise experimental work and calculations using carefully chosen assumptions is an
effective method to bring further insight into the subject of irradiation induced defects in UO2.
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I. INTRODUCTION

Uranium dioxide is currently the most widely used fuel
material in fission reactors. During reactor operation, the
fission of uranium atoms causes the formation of defects,
such as vacancies and vacancy clusters, as well as the creation
of fission products, which induce a significant evolution of
the fuel physical properties. The vacancies can trap insoluble
fission products, in particular fission gases and it is of great
importance to understand their role in the early stages of the
formation of gas bubbles in UO2. Separate effect experiments
and atomic scale modeling can bring invaluable insight into
the elementary mechanisms involved. The necessity of an im-
proved understanding of the fuel behavior under irradiation has
already led to extensive experimental [1–12] and theoretical
studies on point defects [13–23] in UO2.

One of the experimental techniques permitting the investi-
gation of vacancy defects created by irradiation is positron
annihilation spectroscopy (PAS). PAS is a nondestructive
experimental method that allows studying open volume defects
in solids. Vacancies can trap positrons, what is seen through,
e.g., changes in the lifetime of positrons in the material. To
identify the types of defects present in the examined materials,
however, comparison with calculated positron lifetimes or with
results of other characterization techniques is required. PAS
allows one to detect neutral and negative defects only, since
positive ones have a positron trapping coefficient too small
to be observed. Moreover, the neutral and negative defects
can be distinguished, as the trapping coefficient of negative
vacancies decreases with temperature while it is constant for
neutral defects [24].

Experimentally, several PAS measurements of the positron
momentum distribution (Doppler broadening) [6–11] and
positron lifetimes [8,12] have been performed in UO2. No
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calculations, however, are available to help in the interpretation
of the results of these experiments and in the identification of
the defects present in the samples. We present here the results
of additional positron lifetime measurements as a function of
temperature, as well as the calculations of positron lifetimes in
the two-component density functional theory (TCDFT) [25].
Since standard DFT fails to describe the strong correlations
between the 5f electrons of uranium in UO2, we applied the
DFT + U method [26] to compute the electron structure of
the system. We use self-consistent positron lifetime calculation
schemes and we take into account the defects relaxations,
since it has been shown that this effect can strongly affect the
calculation results in semiconductors and insulators [27–34].

This article is organized as follows. In Sec. II, we describe
experimental details concerning the samples characteristics,
the irradiation conditions, as well as previous analyzes and
present PAS measurements. We also present briefly the
positron trapping model used for experimental data analysis.
In Sec. III, we describe the methods used in the calculations
of positron lifetimes and we list the computational details. In
Sec. IV, we show the results of the PAS measurements in the
α irradiated samples. In Sec. V, we present the results of the
positron lifetime calculations in UO2. Finally, in Sec. VI, we
combine the results of experiments and calculations to discuss
the nature of the defects created in the samples. Additionally,
we compare our calculations results with the experimental
positron lifetimes observed in UO2 reported in the literature.

II. EXPERIMENTAL DETAILS

A. Samples

The sintered disks of uranium dioxide (0.2 at.% 235U) were
polished and were then annealed for 24 hours at 1700 ◦C
under Ar/H2 atmosphere containing an appropriate amount
of water vapor to preserve their stoichiometric composition.
The mean grain size was about 18 μm and the mean O/U ratio
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was 2.0051 ± 0.0001 as determined by polarography. The
density of the material was 10.76 ± 0.03 g cm−3. The disks
were 300 − μm thick and 8.2 mm in diameter.

B. Irradiation

The UO2 disks were irradiated with 45 MeV α particles
at a fluence of 2 × 1016 cm−2 at 300 K. The damaged layer
thickness that can be induced by these particles in UO2 is
347 μm, which is more than the thickness of the sample.

C. Previous PAS analyzes

The same samples were already studied by positron
annihilation spectroscopy at room temperature in a previous
work [8]. A positron lifetime of 169 ± 1 ps was measured in
polished and annealed samples. This value can be attributed
to the positron lattice lifetime of UO2, which corresponds to
the case when all positrons annihilate in the free state without
being trapped. The samples were then irradiated with electrons
and α particles with different energies at various fluences.

No defect was detected after irradiation with 1 MeV
electrons. Considering the accepted O and U thresholds dis-
placement energy of respectively 20 and 40 eV [35], this type
of irradiation should create defects in the oxygen sublattice
only. The oxygen vacancies are predicted to have a positive
charge state [14,21,22] in UO2 close to the stoichiometry,
hence cannot be detected by the positrons. This is consistent
with the fact that no defect was seen in PAS.

After irradiation of the UO2 disks with 2.5-MeV electrons
and 45-MeV α particles, positron long-lifetime components
between 301 ± 7 and 307 ± 3 ps were detected. Based on
the U threshold displacement energy, these components were
attributed to a defect involving the uranium displacement,
such as the U monovacancy, the U-O divacancy or the
bound Schottky defect. In this earlier study, however, the
measurements on irradiated samples were performed at room
temperature only, hence no further information about the
charge states of the observed defects could be accessed.
Additionally, it is worth noting that the error bars presented
in the previous study (from ± 3 to ± 7 ps) correspond to
the statistical accuracy of the fit performed to obtain the
lifetime spectra decomposition and not to the actual accuracy
of the measurement. Therefore, considering a range of positron
lifetimes of 300 ± 10 − 310 ± 5 ps for the previous study
would be more reasonable.

D. Present PAS measurements

In the present study, positron lifetime measurements were
performed as a function of temperature in the 15–300 K range.
A conventional fast-fast coincidence spectrometer with a time
resolution of 230 ps was used. A 22Na positron source was
sandwiched between two identical samples. Approximately
two million events were collected for each spectrum. The
lifetime spectra can be expressed as

L(t) = R(t) ∗
∑

i

Ii exp

(−t

τi

)
+ BG, (1)

where R is the Gaussian resolution function of the spectrome-
ter and BG the background signal. The spectra were analyzed

using a modified version of the POSFIT [36] software. After
source and background substraction, the data were fitted to a
sum of exponential lifetime components τi weighted by the
intensities Ii convoluted with a Gaussian resolution function
R, giving

R(t) ∗
∑

i

Ii exp

(−t

τi

)
. (2)

Theoretical average positron lifetime can be calculated as
τav. = ∑

i Iiτi .

E. Positron trapping model

The evolution of the positron annihilation characteristics as
a function of the measurement temperature can be analyzed
using a positron trapping model, which has already been
described and applied in various studies [37–44]. In this model,
the description of the positron trapping and annihilation at
different states (in the free state in the lattice and in N different
defects) is obtained through solving a set of rate equations [31]:

dnL

dt
= −

⎛
⎝λL +

∑
j

κj

⎞
⎠ nL +

∑
j

δjnDj , (3)

dnDj

dt
= κjnL − (λDj + δj )nDj (j = 1, . . . ,N), (4)

where nL is the probability of a positron being in the free
state, nDj is the probability of being trapped in a given defect.
λL, λDj , κj and δj are annihilation, trapping and detrapping
rates, respectively. The trapping rate is related to the defect
concentration cj through the relation κj = μDj cDj , where
μDj is the specific trapping coefficient. For neutral defects,
μDj is temperature independent, while for negative vacancies
it varies as T −1/2. A positron can be trapped not only in
open volume defects, but also by hydrogenlike Rydberg states
around negative nonvacancy defects, caused by the long-range
Coulomb potential. The positron trapping rate at the Rydberg
states also varies as T −1/2 [41].

III. CALCULATION METHODS

A. Positron lifetime calculations

To calculate the positron lifetime, it is necessary to know
the distributions of both the positron density n+(r) and the
electron density n(r) in the system, as they determine the
probability of annihilation. The positron lifetime τ depends
on this probability and can be calculated as an inverse of the
trapping rate λ:

1

τ
= λ = πcr2

0

∫
R3

d3r n+(r)n(r)g(n+,n), (5)

where c is the light velocity and r0 is the classical radius of an
electron. The g(n+,n) term is an enhancement factor taking
into account the increase in the electron density at the positron
site caused by the screening of this particle by electrons.

Positron and electron densities, needed for the positron
lifetime calculation, can be computed using a self-consistent
scheme, in the two component density functional theory
(TCDFT) [25]. Several calculation methods using different
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parametrization and approximations exist [45–47]. In this
study we use two methods, one proposed by Giglien, Galli,
Gygi, and Car (GGGC) [45] and one based on Boroński and
Nieminen [46] calculation method, with a parametrization
by Puska, Seitsonen, and Nieminen (PSN) [47]. Both these
methods are described in Ref. [47] and we will recall here
only their main features.

In both GGGC and PSN schemes, several self-consistent
computation steps are performed. First, the electron density
is calculated, then the density of a positron interacting with
the electrons. Later, the electron density affected by the
positron is recalculated and then these steps are repeated until
convergence is reached. The two self-consistent schemes use,
however, different approximations and parametrizations. The
GGGC scheme uses the LDA electron-positron correlation
functional parametrized for the positron density tending
to zero (zero-positron-density limit). This functional was
parametrized by Boroński and Nieminen [46] using the data
provided by Arponen and Pajanne [48]. For the enhancement
factor g, the form depending only on the electron density,
modeled by Boroński and Nieminen, is taken [46]. In the PSN
scheme, a full LDA electron-positron correlation functional
provided by Puska, Seitsonen, and Nieminen [47] is used.
The enhancement factor in this scheme depends on both the
electron and the positron densities. Since the PSN scheme
uses a full electron-positron correlation functional it is more
suitable for describing localized positrons, e.g., trapped in
defects. The GGGC scheme, on the other hand, tends to
overestimate the positron localization [45,47].

The enhancement factor g in Eq. (5) is used in order to take
into account the increase in the electron density at a positron
site due to the screening of the positron by electrons. However,
most of the positron calculation schemes were developed to
model metallic materials and they assume a perfect screening
of the positron by the electrons. In semiconductors and
insulators, corrections have to be used to take into account
the existence of the gap in the electronic states. Two types
of corrections are available. A semiconductor correction (SC)
can be implemented in the enhancement factor as proposed by
Puska [49]. Alternatively, a gradient correction (GC) proposed
by Barbiellini et al. [50] can be implemented in both the en-
hancement factor and the electron-positron correlation energy.

It is worth noting that the semiconductor correction
has already been implemented in both GGGC and PSN
schemes [32,49], while the gradient correction existed only in
the GGGC method. For the purposes of this study, we decided
to implement the gradient correction in the PSN method.
Firstly, we implemented the correction, taking an adjustable
parameter α = 0.22, as proposed by Barbiellini et al. [50],
in both the enhancement factor g and the correlation energy.
However, it is worth noting that this correction was adapted
to the LDA zero-positron-density limit. Our implementation
of the gradient correction in the correlation energy in the PSN
method led to some instabilities in the convergence cycle.
Since the correction proposed by Barbiellini et al. was intended
for a simpler formulation of the correlation functional than
the one used in the PSN scheme, we suppose that the latter
requires a more complex approach. Both Barbiellini et al.
in Ref. [50] and Kuriplach et al. in their recent work [51]
showed that the gradient correction has a significant influence

on the enhancement factor while the positron density remains
almost unaffected. We decided, therefore, to apply the gradient
correction on the g function only in the PSN scheme, by taking

gPSN
GGA = 1 + (

gPSN
LDA − 1

)
e−αε, (6)

where ε is a parameter, ε = |∇ ln n|2/q2
TF, with 1/q2

TF being
the local Thomas-Fermi screening length.

We test in Sec. III C the influence of the choice of
the self-consistent scheme and the correction applied to
the enhancement factor g on the calculated lattice positron
lifetimes (lifetimes obtained in perfect UO2 cells).

It has been shown for several materials [27–34] that atomic
relaxation effects influence strongly the positron lifetimes.
Therefore, to consider a full relaxation of defects, the forces
on atoms due to the positron, electrons and other nuclei
were calculated using the Hellman-Feynman theorem after
convergence on both the electronic and positronic densities
was reached. By doing this, we obtained exact forces including
all the contributions from the positron and the electrons and
did not need to add extra Pulay forces as was done in several
TCDFT implementations.

B. Computational details

Calculations presented in this paper were performed using
the ABINIT [52,53] code, which uses pseudopotentials and a
plane-wave basis set or projector augmented-wave [54] (PAW)
method for the wave function representation. We used the PAW
method available in the code. The TCDFT was implemented
previously as a double loop on the electronic and positronic
densities: during each subloop, one of the two densities
was kept constant while the other was being converged.
The TCDFT method has been implemented in ABINIT in an
unified formalism for the positron and the electrons: the wave
functions of the electrons and the positron in the system are
expressed on the same mixed basis (plane waves and atomic
orbitals). The atomic orbital basis must be built with care in
order to be sufficiently complete to represent the positronic and
electronic wave functions with the same accuracy. This issue
can be solved by generating atomic data sets with additional
basis functions and including semicore states, as described
in Ref. [32]. The atomic data sets used in the present study
were generated by the ATOMPAW code [55]. The generalized
gradient approximation (GGA) as parametrized by Perdew,
Burke, and Ernzerhof (PBE) [56] was used to describe the
exchange-correlation interactions. Moreover, a Hubbard-like
term (U) was added in order to take into account the strong
correlations between the 5f electrons of the uranium atoms.
The Liechtenstein scheme [57] of the DFT + U method was
used. The values of the U and J parameters were set to 4.5 and
0.51 eV respectively, in agreement with earlier DFT +U calcu-
lations [26] and the values extracted from experiments [58]. To
avoid the convergence to one of the metastable states yielded
by the DFT + U method and ensure that the ground state was
reached, we used the occupation matrix control scheme [17].

For calculations of the defects lifetimes, we used su-
percells containing 96 atomic sites (2 × 2 × 2 repetitions
of the fluorite unit cell) and 2 × 2 × 2 Monkhorst-Pack
k-point meshes [59]. We performed calculations for oxygen
and uranium monovacancies (VO and VU), U-O and U-U
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divacancies (VU + VO and 2VU), a trivacancy containing one
uranium vacancy and two oxygen vacancies (VU + 2VO), a
2VU + 2VO tetravacancy, and a 2VU + 4V0 hexavacancy. For
all clusters, the vacancies were considered as first neighbors.
In the case of the VU + 2VO trivacancy, also known as
the bound Schottky defect, we considered the three possible
configurations, with the two oxygen vacancies aligned along
(100), (110), and (111) directions. We calculated the positron
lifetimes for neutral and charged defects. In the case of the
neutral defects, we removed certain atoms to create vacancies.
To obtain charged defects, we further added or removed a
given number of electrons in the supercell (e.g., we removed
one uranium atom and added four electrons to obtain the
V4−

U vacancy). We verified that the additional charges were
localized at the defect site. Defect charges for which the formal
charge of uranium and oxygen ions in UO2 (O2− and U4+)
is conserved were considered since it was shown that these
charges are the most stable ones for Fermi levels close to the
middle of the band gap [14,21,22]. We did not take into account
the spin-orbit coupling because of the high computational cost.
Extensive investigations of the SOC influence on the properties
of actinide compounds [60,61] suggest that it does not affect
the properties of defects [62].

We use a Gaussian smearing of 0.1 eV and a plane-
wave cutoff energy of 500 eV. We perform positron lifetime
calculations at the equilibrium volume of UO2 found using
the GGA + U method, which was chosen based on the
results of the tests described in Sec. III C. We fix the lattice
parameters to a = b = 5.57 Å and c = 5.49 Å for perfect UO2.
The distortion in the z axis is due to the approximate 1k
antiferromagnetic order. Atomic relaxation was taken into
account and calculations were stopped when the forces acting
on atoms were smaller than 0.03 eV/Å, which was found to
be sufficient to have the positron lifetime converged with a
precision of less than 1 ps.

C. Tests of the parameters used in positron lifetime calculations

We studied the effect of the parameters used in the calcula-
tions on the positron lifetime of perfect UO2. We compared the
results obtained in GGA and GGA + U methods, while (1)
using different cell volumes, (2) taking two types of positron
lifetime calculation schemes, (3) applying different corrections
to the enhancement factor g, and (4) considering or neglecting
the spin polarization.

Results of these tests are presented in Table I. We used two
different calculation schemes, PSN and GGGC (see Sec. III A).
GGGC + SC and PSN + SC in Table I refer to schemes

in which the semiconductor correction, based on the one
proposed by Puska [49] and described in Ref. [32], was imple-
mented. We took the experimental high-frequency dielectric
constant of UO2 of 5.1 [63] in the semiconductor correction.
GGGC + GC and PSN + GC refer to schemes in which the
gradient correction, proposed by Barbiellini et al. [50], was im-
plemented. It is worth noting that in the GGGC + GC scheme
this correction is applied on both the enhancement factor
and the electron-positron correlation functional, while in the
PSN + GC method it is only implemented in the enhancement
factor g, as described in Sec. III A. In Table I, we present the
lattice positron lifetimes calculated using different volumes.
V exp. refers to the experimental volume, corresponding to a
lattice parameter of 5.47 Å [64]. V eq. refers to the equilibrium
volume found in calculations using given parameters. We
can notice that the lifetimes obtained using the semiconductor
correction, both using the PSN and GGGC schemes, are sys-
tematically shorter than the ones calculated with the gradient
correction. Moreover, the GGGC and PSN schemes yield
similar lattice positron lifetimes, both when the semiconductor
and the gradient correction is used. Additionally, the results
obtained using the gradient correction are in better agreement
with the experimental lattice lifetimes obtained for UO2 of
169 ± 1ps [8]. It suggests that the schemes using the gradient
correction are more suitable for the description of positron
lifetimes in uranium dioxide, hence we choose to use them in
the present study. We decide to use both GGGC + GC and
PSN + GC schemes in our further study of defects positron
lifetimes. First, we do it in order to avoid the misinterpretation
of experimental results, that could result from possible errors
of one of the calculation methods. Second, since the studies in
which different self-consistent schemes are used are scarce, we
wish to compare those two methods and verify the influence
of the scheme choice on the defects identification.

In Table I we can also observe that in each scheme, when
the experimental volume is considered, we obtain similar
results while using different descriptions of the electrons
in the system. No effect of the functional used for the
electron-electron exchange-correlation functional description
or of the spin polarization is observed. In particular, it is
worth noting that the U parameter does not affect directly
the calculated positron lifetimes. The difference between the
lifetimes calculated in GGA and GGA + U methods is of
1 ps at most, when the experimental volumes are taken. The
lifetimes calculated at the equilibrium volumes found using
given method, however, differ more strongly. This is because
positron lifetime is highly sensitive to the free volume. The best
agreement between the calculated and experimental lifetime is

TABLE I. Lattice positron lifetime of UO2 calculated using various computational parameters.

GGA GGA + U

no spin spin no spin spin

V eq. V exp. V eq. V exp. V eq. V exp. V eq. V exp.

PSN + SC 151 ps 157 ps 155 ps 157 ps 152 ps 157 ps 160 ps 156 ps
GGGC + SC 149 ps 155 ps 150 ps 154 ps 154 ps 155 ps 158 ps 154 ps
PSN + GC 156 ps 162 ps 161 ps 162 ps 158 ps 162 ps 167 ps 162 ps
GGGC + GC 157 ps 164 ps 159 ps 164 ps 163 ps 164 ps 168 ps 163 ps
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reached for the calculation using the GGA + U method and
spin polarization at the equilibrium volume (168 and 167 ps
in the GGGC + GC and PSN + GC schemes, respectively,
compared to 169 ± 1ps measured experimentally). This is,
therefore, the set of parameters that we use further in this study.

IV. EXPERIMENTAL RESULTS

The evolution of the annihilation characteristics as a
function of the measurement temperature in 45 MeV α

irradiated UO2 disks is presented in Fig. 1. For all measure-
ment temperatures two positron lifetimes are extracted from
the experimental spectrum decomposition. The shortlifetime
component τ1, the long-lifetime component τ2, the average
positron lifetime τav. and the intensity I2 corresponding to τ2

are represented in Fig. 1.
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FIG. 1. (Color online) Evolution of the average positron lifetime
τav., short- and long-lifetime components τ1 and τ2 and the intensity
I2, detected in UO2 crystals irradiated with 45 MeV α particles
at a fluence of 2 × 1016 cm−2, as a function of the measurement
temperature. The solid lines are the fits to the experimental data
obtained from the positron trapping model.

It can be seen that τav. increases slightly from approximately
220 ± 5 to 235 ± 5 ps when the temperature rises, while
τ1 and τ2 remain stable at about 170 ± 5 and 310 ± 5 ps,
respectively. The I2 intensity increases when the measurement
temperature rises, similarly to the average positron lifetime τav.

For all measurement temperatures, the values of τ2 are
much larger than the lattice lifetime, already determined
in unirradiated UO2 disks [8] (169 ± 1ps). This indicates
positron trapping in vacancy defects. In addition, the short-
lifetime component τ1 remains close to the experimental lattice
lifetime of UO2. In the case of materials containing only
vacancy defects, if some of the positrons had annihilated in a
delocalized state (in the lattice), the short-lifetime component
would have been shorter than the perfect lattice lifetime since
the average time spent by the positron in the lattice would
be shorter due to trapping in the defects. Thus the values of
τ1 indicate that all the positrons were trapped in vacancies or
in negative nonvacancy defects. The short-lifetime component
is still equal to the experimental lattice lifetime at 300 K,
which means that the nonvacancy traps are still effective at
this temperature. The nature of these nonvacancy defects will
be discussed further in Sec. VI.

The long-lifetime component τ2 changes only slightly as
a function of measurement temperature and remains stable at
310 ± 5 ps. This positron lifetime is close to the positron long-
lifetime components ranging from 300 ± 10 to 310 ± 5 ps
observed in the previous study on the same samples [8] and
313 ± 19 ps detected in UO2 with 0.2% plutonium weight
content [12]. The intensity I2 corresponding to the long-
lifetime component increases slightly when temperature rises,
which means that its trapping rate changes only slightly.

To determine the nature of the vacancy-type defects
detected in the samples, we used a positron trapping model
(see Sec. II E). First, we considered models with only two
types of positron traps (negative nonvacancy defects and
neutral or negative vacancies). Both of them, however, failed
to reproduce the experimental data. We concluded, therefore,
that at least three types of traps were present in the studied
samples—negative nonvacancy defects, neutral, and negative
vacancies—and that the corresponding model should be
used. The solutions of the rate equations used in the model
containing three different defect types were obtained by
Krause-Rehberg and Leipner [41].

The fits to the experimental data obtained using the positron
trapping model are presented in Fig. 1 (solid lines). Several
parameters are needed in the model, some of which must
be deduced or estimated. For the lattice and the nonvacancy
defects we used the same annihilation rate, λL = λNV = 1/τL,
with τL = 170 ps. We considered the positron binding energy
of the nonvacancy defects of at least 0.3 eV, as these traps
were still efficient at 300 K. Since the lifetime spectra
decomposition returned only two lifetime components (even
when three components decomposition was tested) and we do
not observe strong variations of the τ2 lifetime, we suppose
that the lifetimes of the neutral and negative vacancies are
indistinguishable. We considered τ = 310 ps for both of them.
As for the trapping coefficients, we used μV = 1 × 1015 s−1

for the neutral vacancies, μV− = 4 × 1016 s−1 at 20 K for the
negative vacancies and μNV = 4 × 1016 s−1 at 20 K for the
nonvacancy defects. The choice of the trapping coefficients
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was based on the values gathered in Ref. [31] and the predicted
charge states of the negative defects.

The fits presented in Fig. 1 were obtained using concen-
trations cV = 6.5 × 1019 cm−3, cV− = 2 × 1018 cm−3, and
cNV = 1 × 1019 cm−3. It is worth noting that some of the
parameters used in the trapping model were only estimated,
hence the absolute values of the concentrations cannot be
considered certain. However, conclusions can be drawn on the
proportions between the defects concentrations. The best fits
of the present experimental data were obtained for the neutral
vacancies concentration cV at least 30 times larger than cV− and
over six times larger than cNV, which suggests that the neutral
vacancies are the predominant positron traps in the examined
UO2 samples. Smaller, but not negligible, concentrations of
negative nonvacancy defects and vacancies are also present in
the material.

V. CALCULATION RESULTS

We performed positron lifetime calculations for several
fully relaxed defects in UO2 containing from one to six
vacancies in both GGGC + GC and PSN + GC schemes.
The results are presented in Table II. For almost all types of
defects, we considered two charge states. First, we performed
positron lifetime calculations for neutral defects. Second, we
calculated the lifetimes for vacancies in the charge states that
were determined as the most stable ones in the stoichiometric
material [21,22]. Considering the oxygen vacancy, its formal
charge (2+) cannot be detected by PAS. The 2− charge,
however, was found to be stable for Fermi levels lying close to
the middle of the band gap [21,22], so we studied it as well.

As can be seen in Table II, the differences between the
positron lifetimes obtained in the two calculation schemes are
lower than 10 ps for almost all considered defects. The biggest

TABLE II. Positron lifetimes calculated in GGGC + GC and
PSN + GC schemes for fully relaxed neutral and charged defects in
UO2. The lifetimes obtained for the most stable charge state of each
defects are marked in bold.

Lifetime Lifetime
GGGC + GC PSN + GC

Charge (ps) (ps)

Lattice 168 167
VO 0 206 199
VO 2− 203 195
VU 0 295 304
VU 4− 289 293
VU + VO 0 303 306
VU + VO 2− 299 301
VU + 2VO(100) 0 301 304
VU + 2VO(110) 0 310 313
VU + 2VO(111) 0 314 316
2VU 0 313 318
2VU 8− 290 289
2VU + 2VO 0 324 339
2VU + 2VO 4− 309 319
2VU + 4VO 0 323 329
2VU + 4VO 2− 341 365

differences are found for two large defects, the neutral 2VU +
2VO tetravacancy (difference of 15 ps) and the 2− charged
2VU + 4VO hexavacancy (difference of 24 ps). It is also worth
noting that similar results are yielded by the PSN + GC and
GGGC + GC schemes for the stable charge states of the defects
up to the 2VU divacancy, i.e., defects which can most likely be
observed in the PAS measurements.

For both schemes, we can observe that the lifetimes of the
negative defects are almost always shorter than for the neutral
ones. It is due to both a smaller relaxation and the higher
electronic density in negative defects. However, in the case
of the 2VU + 4VO hexavacancy, the lifetime of the negative
charge state is longer than the one of the neutral defect in both
calculation schemes. This is due to the fact that the positron
is localized in a different way in these two defects. In the
GGGC scheme [Figs. 4 (c) and 4(d)], in neutral 2VU + 4VO,
the positron is localized inside one of the uranium vacancies,
while in 2− charged 2VU + 4VO the majority of its density
can be found between two VU. In the PSN scheme [Figs. 5 (c)
and 5(d)], we find a similar localization between two uranium
vacancies in 2− charged 2VU + 4VO. In the case of the neutral
hexavacancy, however, the positron density has two maxima,
in both uranium vacancies.

In both schemes, it can be observed in several instances
that different defects have similar positron lifetimes. For
example, in GGGC + GC, the uranium monovacancy V4−

U and
divacancy 2V8−

U have lifetimes of 289 and 290 ps, respectively.
The PSN + GC scheme yields lifetimes of 293 and 289
ps, respectively. The lifetimes obtained for the (VU + VO)2−
divacancy, 299 ps in GGGC + GC and 301 ps in PSN + GC,
are also close to these values. Moreover, using the two methods
we calculated positron lifetimes between 301 and 316 ps
for the three configurations of the VU + 2VO trivacancy and
lifetimes of 309 ps (GGGC + GC) and 319 ps (PSN + SC)
for (2VU + 2VO)4−. This can lead to difficulties in the defect
identification in the positron annihilation spectroscopy studies.

To understand why different defects have similar positron
lifetimes, we plotted the isodensities of the positron local-
ized in these systems. We plot the results obtained in the
GGGC + GC scheme in Figs. 2 and 4 and in the PSN + GC
scheme in Figs. 3 and 5. It is worth noting that in the PSN + GC
scheme we applied the gradient correction on the enhancement
factor only, hence there is no effect of this correction on the
calculated densities.

First, we can observe that for all defects the GGGC + GC
scheme yields more localized positron densities than the
PSN scheme, which was expected [45,47]. In all defects
presented in Figs. 2 and 4, except the negative hexavacancy,
the GGGC scheme finds the positron localized inside one
uranium vacancy. In these defects, the positron density is only
slightly affected by the presence of the other vacancies. The
fact that the positron “senses” similar volumes and geometries
in these defects explains why similar lifetimes are obtained
in these cases. The (2VU + 4VO)2− hexavacancy is the only
defect in which the positron localizes between the two uranium
vacancies. It is reflected in the longer lifetime of 341 ps
calculated for this cluster in the GGGC + GC scheme.

In the PSN scheme, however, we obtain a different positron
localization for the clusters containing two uranium vacancies
(see Fig. 5). In (2VU)8− and (2VU + 4VO)2− the positron is
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VU

(a) (VU)4−

VO
VU

(b) (VU+VO)2−

VO
VU

VO

(c) (VU+2VO)0(110)

FIG. 2. (Color online) Positron isodensities found in the GGGC + GC scheme (70% of the maximum density—solid, and 30%—
transparent), in red, in the neutral defects containing one uranium vacancy. Uranium atoms are presented in gray, oxygen atoms in blue.
White spheres represent the oxygen vacancies. Figures were generated using the XCRYSDEN [65,66] program.

localized between the two uranium vacancies. However, in
the 2− charged hexavacancy the free volume that the positron
occupies is much larger than in (2VU)8−, hence we observe a
significantly longer lifetime for this defect. In both (2VU +
2VO)4− and (2VU + 4VO)0 defects, we observe two maxima
of the positron density, one in each uranium vacancy.

Even though the positron densities yielded by GGGC + GC
and PSN + GC differ strongly, using both schemes we obtain
very similar positron lifetimes, which are the characteristics
that we compare with experiments in the present study. Beside
this annihilation characteristic, the momentum distribution of
electron-positron pairs can be measured through the Doppler
broadening of the annihilation line using a Dopper broadening
spectrometer [67]. This distribution is also a valuable source
of information on the nature and chemical environment of
vacancy defects and is complementary to the lifetime. Espe-
cially, the annihilation rate with core electrons is more sensitive
to the positron distribution in the defect, hence it should
be more affected by the choice of the calculation scheme.
Since we are not able to calculate the Doppler broadening
yet, we compare the ratio of the core annihilation fractions
deduced from the core annihilation rate λc as proposed by
Puska et al. [47] using the expression

Rc = (λc/λ)Defect

(λc/λ)Lattice
, (7)

where λ is the total annihilation rate. The Rc parameters
calculated for several defects in UO2 in their most stable
charge states are presented in Table III. It is worth noting
that the relative Rc parameter depends on the choice of the
core and valence electrons in the PAW data set and it will
not always correspond to the core annihilation parameter
W obtained through the Doppler broadening measurements
or calculations. From Table III, we can observe that the
GGGC + GC scheme yields Rc values at least twice as small
as the PSN + GC scheme does. It is consistent with the results
obtained by Puska et al., who for instance observed that the
GGGC scheme yielded values of the relative core annihilation
fraction parameter (referred to as the estimated W parameter
in their work) too small by a factor of two for the Ga vacancy
in GaAs, when compared with the measured W parameter.
We conclude, therefore, that even tough the lifetimes obtained
using the two calculation schemes for the majority of defects
in UO2 are similar, the PSN method should be used in the
future calculations of Doppler broadening in this material.

VI. DISCUSSION

In this section, we combine the calculation and experi-
mental results to interpret the signals observed by PAS in
the UO2 samples in the present and previous studies. The

VU

(a) (VU)4−

VO
VU

(b) (VU+VO)2−

VO
VU

VO

(c) (VU+2VO)0(110)

FIG. 3. (Color online) Positron isodensities found in the PSN + GC scheme (70% of the maximum density—solid, and 30%—transparent),
in red, in the neutral defects containing one uranium vacancy. Uranium atoms are presented in gray, oxygen atoms in blue. White spheres
represent the oxygen vacancies. Figures were generated using the XCRYSDEN[65,66] program.
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VU

VU

(a) (2VU)8−

VU

2V O

VU

(b) (2VU+2VO)4−

VO

VU

2V O

VU
VO

(c) (2VU+4VO)0

VO

VU

2V O

VU
VO

(d) (2VU+4VO)2−

FIG. 4. (Color online) Positron isodensities found in the
GGGC + GC scheme (70% of the maximum density—solid, and
30%—transparent), in red, in the neutral defects containing two
uranium vacancies. Uranium atoms are presented in gray, oxygen
atoms in blue. White and yellow spheres represent oxygen and
uranium vacancies, respectively. Figures were generated using the
XCRYSDEN [65,66] program.

short-lifetime component τ1 detected in the studied UO2 disks
remains close to the experimental lattice lifetime of UO2 of
170 ± 5 ps for all measurement temperatures (see Fig. 1). This
suggests that part of the positrons annihilate around negative
nonvacancy defects in the samples. The samples analyzed
in this study were slightly hyper-stoichiometric with O/U =
2.0051 ± 0.0001, which means that excess oxygen atoms were
already present in the lattice before the α irradiation. The
nature of the point defects in the slightly hyperstoichiometric
UO2+x structure and their local configurations have been
the object of extensive studies, both experimental [1,4,68,69]
and theoretical [13–15,20,22,70,71]. Depending on the study,
different types of defects containing additional oxygen atoms,
such as monointerstitials, di-interstitials, split-interstitials or
Willis clusters, are proposed as the most stable ones. All these
possible defects structures were found to be stable in negative
charge states due to the oxygen ions formal charge state of −2.
Recently, Wang et al. [71] suggested that the average structure
of UO2+x can be represented as a combination of all of these
defects structures. Therefore we suppose that the short-lifetime
component detected in the studied samples corresponds to
mixed signals coming from the positron annihilation around
monointerstitials and interstitial clusters charged negatively.
These could be defects already present in the unirradiated
UO2 discs or created by irradiation.

VU

VU

(a) (2VU)8−

VU

2V O

VU

(b) (2VU+2VO)4−

VO

VU

2V O

VU

VO

(c) (2VU+4VO)0

VO

VU

2V O

VU
VO

(d) (2VU+4VO)2−

FIG. 5. (Color online) Positron isodensities found in the
PSN + GC scheme (70% of the maximum density—solid and
30%—transparent), in red, in the neutral defects containing two
uranium vacancies. Uranium atoms are presented in gray, oxygen
atoms in blue. White and yellow spheres represent oxygen and
uranium vacancies, respectively. Figures were generated using the
XCRYSDEN [65,66] program.

The long-lifetime component of 310 ± 5 ps detected in
the samples is close to what we calculated for the neutral
VU + 2VO trivacancy (301–314 ps in GGGC + GC and 304–
316 ps in PSN + GC, depending on the configuration) and the
2VU + 2VO with the −4 charge state (309 ps in GGGC + GC
and 319 ps in PSN + GC). The analysis of the evolution
of the positron annihilation characteristics as a function of

TABLE III. Relative core annihilation fraction parameter Rc [see
Eq. (7)] calculated in the GGGC + GC and PSN + GC schemes for
the most stable charge states of defects in UO2. We also include the
result obtained for the neutral oxygen monovacancy.

Rc Rc

Charge GGGC + GC PSN + GC

VO 0 0.39 0.80
VU 4− 0.23 0.53
VU + VO 2− 0.23 0.54
VU + 2VO(100) 0 0.23 0.55
VU + 2VO(110) 0 0.22 0.55
VU + 2VO(111) 0 0.22 0.55
2VU 8− 0.26 0.56
2VU + 2VO 4− 0.23 0.58
2VU + 4VO 2− 0.09 0.46
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the measurement temperature based on the trapping model
indicates that two types of vacancy defects are present in the
sample, the neutral one being predominant. Theoretical studies
on the charge states of the defects clusters in UO2[14,21,22]
suggest that the only neutral defect in the material close to the
stoichiometry for the Fermi level near the middle of the band
gap is the VU + 2VO trivacancy. We propose, hence, that the
bound Schottky defects are the neutral vacancies observed in
the samples. The analysis of the experimental data based on
the positron trapping model implies that negative vacancies are
also detected in the UO2 samples. They should have a positron
lifetime close to 310 ps, since only one long component
was obtained from the lifetime spectra decompositions. The
formation energy calculations of defects in UO2 [22] suggest
that several types of negatively charged vacancies can be
present in the material. The positron lifetime calculations
presented in this work yield values slightly shorter or longer
than 310 ps for various negative defects (from 293 ps for
V4−

U to 319 ps for 2VU + 2VO with the −4 charge state in
the PSN + GC scheme). We suppose, hence, that negative
uranium monovacancies, U-O divacancies, and 2VU + 2VO

tetravacancies are present in the examined samples. However,
the concentration of all these defects are much smaller than
the concentration of the Schottky defects.

Our results can be compared with the classical molecular
dynamics (CMD) study on 10 keV displacement cascades in
UO2 by Martin et al. [23]. The authors found that even though
initially mostly monovacancies and monointerstitials were
created, they quickly started to form stoichiometric clusters,
such as bound Schottky defects, because of the high oxygen
mobility. It is worth noting that the empirical potentials used
in this study favored the neutral defects over the charged
ones and the simulations corresponded to a physical time of
approximately 25 ps. Nevertheless, the present results confirm
the general conclusion of the CMD study.

In addition to the studies on positron lifetimes in UO2,
measurements of the Doppler broadening of annihilation
radiation have also been performed [6–11]. Calculations of
the momentum distribution spectra for various defects in UO2

and their comparison with the experimental data could also
bring additional information on the defects in this material. To
achieve this goal, we are currently implementing the method
allowing the calculation of this annihilation characteristic
in the ABINIT code. Since the Doppler broadening is more
sensitive to the positron distribution in the defect and the
defects configuration, it is worth keeping in mind that
the PSN scheme, with a better description of the positron
localization, should be more suitable for the modeling of the
experimental spectra. Additionally, we observed that the two
calculation schemes yield different positron lifetimes for large
defects. In the present study we did not observe lifetimes
longer than 310 ± 5 ps, however, if larger vacancy clusters
are present in UO2 in future PAS measurements, the choice of
the calculation method can affect their identification.

VII. CONCLUSIONS

We performed PAS measurements in UO2 sintered disks
irradiated with 45 MeV α particles at a fluence of 2 ×
1016 cm−2. The positron lifetime was measured as function

of temperature in the 15–300 K range. We observed two
lifetime components, τ1 of 170 ± 5 ps and τ2 of 310 ± 5 ps.
The short-lifetime component is close to the lattice lifetime
for all measurement temperatures. It means that all positrons
annihilated in vacancy defects or around negative nonvacancy
defects. These nonvacancy defects are assumed to be negative
oxygen monointerstitials and interstitials clusters. We used
a positron trapping model with three types of positron
traps to analyze the evolution of the positron annihilation
characteristics in function of measurement temperature. We
concluded that a neutral vacancy was the most predominant
positron trap, while smaller, but not negligible concentrations
of negative vacancies were also present in the material.

We calculated the positron lifetimes of neutral and charged
fully relaxed vacancies and vacancy clusters in UO2 us-
ing two different fully self-consistent calculation schemes
(GGGC + GC and PSN + GC), in the DFT + U formalism.
We observed that the parameters used in the electronic
calculations do not affect directly the positron lifetime.
However, since the positron lifetime is highly sensitive to
the free volume, there is an effect of the equilibrium volume
corresponding to the method and the parameters used on the
lifetimes obtained. We showed that the gradient correction
better describes the absolute values of the positron lifetimes
in this material. We showed that the PSN and GGGC schemes
yielded similar positron lifetime for the majority of studied
defects, especially for the stable charge states of defects
up to trivacancies. Therefore similar general conclusions
could be drawn by comparing results obtained using both
schemes with the experimental values. However, the choice
of the calculations scheme could affect the experiments
interpretation if larger defects are present in the material.

For several defects, in particular, 2− charged VU + VO,
neutral VU + 2VO and 4− charged 2VU + 2VO, we calcu-
lated similar positron lifetimes. It is due to the fact that for
almost all the studied vacancy clusters the positron is localized
in one uranium vacancy and is only slightly affected by the
presence of the oxygen vacancies or of the second uranium
vacancy. The only cluster having a significantly longer positron
lifetime (341 ps) is the 2− charged 2VU + 4VO hexavacancy,
where the positron is localized between the two uranium
vacancies.

Comparison of the results obtained experimentally with the
calculated positron lifetimes and the most stable charge states
of the defects in UO2 allowed us to identify the predominant
neutral vacancy as the VU + 2VO trivacancy (bound Schottky
defect). This result can be further confirmed by calculations
of the momentum distribution spectra for various defects
in UO2 and their comparison with the experimental data.
Nevertheless, the present study shows that the coupling of
a precise experimental work and calculations using carefully
chosen assumptions is an effective method to bring further
insight into the defects created by irradiation in UO2.
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