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Interlayer vacancy diffusion and coalescence in graphite
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Due to the layered nature of graphite, the migration and interaction of point defects in the graphite crystal
structure are highly anisotropic, and it is usually assumed that individual mobile lattice vacancies are confined
to diffuse on a single plane. We present the results of ab initio calculations based on density functional theory
which demonstrate that vacancies can, in fact, move between adjacent planes when they interact with one
another via relatively low energy pathways, often with barriers of less than 1 eV. These interlayer transition
mechanisms can significantly alter both the kinetics of point-defect aggregation and coalescence and also the
resultant morphologies of multivacancy complexes that form as a result of migrating vacancies interacting.
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I. INTRODUCTION

Graphite and related structures such as multilayer graphene
remain important materials in myriad applications. One of
the most critical of these is in the use of graphite as a
neutron moderator and reflector in the cores of both currently
operating and planned next-generation fission reactors, where
the structural integrity of the material must be guaranteed
for decades in inaccessible and extremely harsh environ-
ments. Irradiation with fast neutrons, as well as heavy
ions and electrons, results in macroscopic property changes
to graphite components, most notably dimensional change
(swelling in the direction perpendicular to the planes and
contraction parallel to them) [1,2] but also changes to elastic
properties, thermal expansion, and electrical conductivity
[3-6].

The underlying atomistic mechanisms driving these prop-
erty changes are still not fully understood and are the subject of
much debate even after many years of intensive research. It is
currently accepted that energetic particles (e.g., fast neutrons)
initiate collision cascades within the crystal structure that
eventually result in a distribution of point defects (Frenkel
pairs) comprising lattice vacancies and interstitial atoms [7-9].
This population of point defects may then evolve via thermal
activation, and individual defects will interact and react with
each other, either annihilating (pairs of vacancies and intersti-
tials) or coalescing to form complexes, extended defects, and
dislocations, which will in turn lead to the observed material
property changes [7]. Understanding how lattice vacancies
migrate and coalesce is therefore crucial to developing a full
atomistic model of the response of graphite to irradiation.
An important feature of this process is to determine the
structures (or morphologies) of the complexes adopted by
coalescing vacancies. Coalescence into extended vacancy
lines, essentially a line of missing atoms within the graphene
sheets from which graphite is composed [7,10,11], will lead
to a contraction of the sheet when this “slot” exceeds a critical
length and it closes up or heals [12]. Coalescence into “loops”
or holes will not lead to any in-plane contraction and instead
will form disks of missing material.
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A variety of experimental evidence can shed light
on the morphologies that will result from vacancy co-
alescence in irradiation-damaged graphite, including both
high-resolution transmission electron microscopy (HRTEM)
images and positron annihilation measurements. Resolu-
tion in HRTEM images of bulk graphite is limited to
the observation of prismatic edges and a cross section
of the topology of the individual layers. However, there
is evidence for the formation of vacancy loops (holes),
as well as extended defects linking adjacent planes as
a result of electron irradiation [13,14]. Large prismatic
vacancy loops have been observed to form in neutron-
irradiated graphite at temperatures above 900°C [15-17];
however, very small loops (six or fewer vacancies) would not
have been visible in these experiments [11]. In bulk graphite
samples, it is not possible to resolve the positions of individual
atoms with HRTEM [18], so the existence of in-plane healed
vacancy lines would not be seen. Positron annihilation exper-
iments have shown evidence of small vacancy loops forming
in the graphite structure as a result of irradiation at lower
temperatures [19,20], indicating the presence of V4 and Vg
loops (voids) resulting from fast neutron irradiation. Again,
this method would not detect the presence of healed lines in
either crystallographic direction due to the lack of any void.

These observations contrast with recent aberration-
corrected HRTEM images of single-layer suspended graphene
in which the structure of the lattice can be seen clearly with
atomic resolution [21]. These images do reveal morphologies
that correspond to the formation of vacancy lines running in
the two primary crystallographic directions, with “healing”
across the lines to form dislocations, as well as other structures
involving Stone-Wales-type bond rotations [22—24]. However,
they do not show evidence of the regular formation of the
small vacancy loops (or holes) of the same type inferred from
the positron annihilation experiments (specifically, the V,; and
Ve loops) [21]. These results suggest that there may be a
fundamental difference in the way that vacancies coalesce in
single-layer graphene compared with the multilayered graphite
structure, which seems to contradict the current understanding
that vacancies only diffuse within a single plane and that
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single-layer graphene is a good model system to understand
the behavior and coalescence of vacancies in bulk graphite.
Several previous investigations of the energetics of multiva-
cancy defects in graphene layers with ab initio modeling have
found that the loop morphologies are low-energy structures,
at least for the small loops (V4 and Vg) [25,26]. Other
configurations, involving multiple bond rotations, can be even
lower in energy [27]. The morphologies that actually form in a
particular system will depend on the mechanism of formation
and the kinetically accessible pathways to coalescence at a
particular temperature.

In this work we present the results of first-principles density
functional theory (DFT) calculations which demonstrate that,
contrary to commonly held assumptions about defect behavior
in graphite, vacancies can migrate between adjacent planes
during coalescence via barriers as low as 0.9 eV and that
this fundamentally changes both the mechanisms by which
vacancies coalesce and the morphologies of the multivacancy
complexes that can result. This behavior arises due to the
way individual vacancies can form stable interlayer complexes
when undercoordinated atoms surrounding a vacancy defect
form chemical bonds between adjacent planes. This occurs
whenever vacancies in neighboring planes are in specific
registries that are close together, where the vacancies may
bond in several possible ways. In the first instance, interlayer
divacancy complexes form. These complexes can either act
as intermediate states for the formation of the more stable
coplanar divacancy (the 5-8-5 structure) via the diffusion of
a vacancy between the layers or can nucleate the formation
of larger interlayer complexes (ramps). The larger complexes
subsequently evolve in two ways. Either they grow further
into extended defects linking neighboring layers, or interlayer
diffusion produces vacancy loops that are not kinetically
accessible from coplanar aggregation alone.
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II. METHODOLOGY

To investigate the coalescence of vacancies in the graphite
structure with both accuracy and computational efficiency, we
employ the DFT method as implemented in the AIMPRO simu-
lation package [28-31]. The methodology is similar to that de-
scribed in previous work [32,33]. Calculations are performed
with both the local-density approximation (LDA) [34] and the
PBE96 generalized gradient approximation (GGA) [35] by
Perdew, Burke, and Ernzerhof for the exchange-correlation
functional. Norm-conserving pseudopotentials are used in
place of core electrons [36]. Values for energies are given first
for the LDA, followed by the GGA values in parentheses.
Neither of these functionals correctly describes dispersion
interactions, which are an important component of the in-
terlayer binding in perfect graphite; however, the LDA does
correctly reproduce the interlayer interaction energy and
interlayer separation (whereas the GGA predicts no interlayer
binding) [33]. We find that relative energy changes and barriers
are usually insensitive to the exchange-correlation functional
employed, which suggests that the results are not significantly
affected by the lack of dispersion.

Model defects are constructed in orthorhombic supercells
containing either two or four graphene layers, where each
layer has 72 atoms (144 or 288 atoms in total) when
no defect is present to guarantee convergence with system
size. A Monkhorst-Pack k-point mesh of 4 x 4 x 2 points
was determined to provide total energy convergence € <
0.1 meV/atom. Optimized structures are determined by min-
imizing the forces on all free atoms, and the total energy of
the system is determined with a conjugate-gradient algorithm.
Activation energy barriers and minimum-energy pathways
are calculated using the climbing-image nudged elastic band
(NEB) method [37,38], with up to 15 images in each chain.
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FIG. 1. (Color online) Monovacancy diffusion. (a) Initial structure, (b) saddle point structure, and (c) final structure of the in-plane transition.
(d) Initial structure, (e) saddle point structure, and (f) final structure of the transition of an @ monovacancy between planes. The upper-layer
atoms are white, lower-layer atoms are dark gray, and the moving atom is red. The minimum energy paths for each transition are shown on the

right.
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III. RESULTS

The monovacancy in graphite has a formation energy of
8.0eV (7.4eV GGA) [33]. Upon formation, the vacancy
undergoes a spontaneous Jahn-Teller distortion [39] in which
a pairwise reconstruction occurs, weakly binding two of the
undercoordinated atoms, leaving one dangling bond [40,41].
This asymmetric reconstruction can rotate to the other two
equivalent orientations via a small (~0.1 eV) barrier [40]. The
predicted activation barrier for migration of a monovacancy
within the layer is E, &~ 1.1eV [33], which means that the
process will be thermally activated above about 100 °C. Direct
observations of vacancies on the surfaces of graphite crystals
using scanning tunneling microscopy appear to show that
E, ~ 1eV [42]. The migration process for a monovacancy
between adjacent lattice sites, including the structure of the
saddle point, is illustrated in Figs. 1(a)-1(c). In order for
the monovacancy to migrate to an adjacent plane, it must
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exchange places with a carbon atom across the 3.35-A gap
that separates them, which leads to a much larger barrier.
There are two pathways for this to occur: one where a vacancy
located at an « site moves to the nearest-neighbor « site in
the adjacent plane and one where a vacancy located at a
site moves to the closest « site in the adjacent plane. The first
of these, which is depicted in Figs. 1 (d)-1(f) along with the
saddle point configuration, has a barrier E, = 5.6eV, while
the second has a barrier E, =~ 6.5 eV. Both of these barriers
are very high and would not be thermally accessible except
at extremely high temperatures (above 2000 K). The lower of
these two values matches very well with the activation energy
for interlayer vacancy diffusion inferred from experimental
observations of the annealing of interstitial loops in irradiated
graphite (approximately 5.4 eV) [43,44].

This potential energy surface effectively confines isolated
monovacancies so that they diffuse within a single layer
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FIG. 2. (Color online) Interlayer divacancy coalescence to the in-plane 5-8-5 structure. (a) The Vf f * structure, (b) saddle point structure,

and (c) final structure. (d) The Vzoff structure, (e¢) saddle point structure, and (f) final structure. (g) The Vﬂzlél structure, (h) saddle point structure,
and (i) final structure. The atom that moves between the layers is red. The minimum energy paths for each transition are shown on the right.
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TABLE 1. Binding energies E,, interlayer bond formation acti-
vation energies E?, and activation energies for interlayer vacancy
diffusion E¢ for the three interlayer divacancy structures shown in

Fig. 2.

v v Vi
LDA GGA LDA GGA LDA GGA
E, 33 3.0 1.5 1.2 1.8 1.4
E[ll’ 0.3 0.3 0.3 0.3 0.2 0.3
E¢ 2.8 2.8 0.9 0.8 3.9 3.8

a

(at temperatures below 2000 K). When two diffusing mono-
vacancies meet within the same plane, they will coalesce
to form the stable, immobile, and widely observed 5-8-5
divacancy structure [21,23,45], following the reaction pathway
determined in Ref. [33] and releasing 8.0eV (7.7¢eV) in
the process. As first proposed in Ref. [9] and analyzed
in detail in Ref. [33], when two mobile monovacancies in
adjacent layers come into registry in certain configurations,
undercoordinated atoms surrounding the vacancy in each layer
can create an sp> bond across the interlayer gap that releases
a significant amount of energy. The three configurations in
which these complexes can form in AB graphite are shown
in Figs. 2(a), 2(d), and 2(g), and the energy release Ej
for the formation of each structure from the two separated
vacancies is given in Table I. For each of these complexes,
a small activation energy is needed to form the interlayer
bond when the vacancies are in registry (E?), which we have
calculated using the NEB method; the values are given in
Table I. The largest of these activation energies is only 0.3 eV,
so these complexes will be formed almost instantaneously at
temperatures where monovacancies are mobile, as soon as
they diffuse into registry with each other. The notation for
labeling the interlayer complexes is taken from Ref. [33]: the
subscript denotes, first, the number of vacancies in the complex
and, second, the number of interlayer bonds. The superscript
denotes the lattice position of each vacancy (« or ), with an
asterisk indicating the next-nearest neighbor.

Once they have formed, these complexes are relatively
stable with respect to dissociation: the barrier to break the
interlayer bond is the sum of the coalescence energy and the
activation energy to coalescence; thus, these complexes are
unlikely to dissociate below about 500 K. However, in addition
to disassociating, both of the atoms forming the interlayer
bond can move into one of the two layers, leaving a coplanar
divacancy structure in one layer. This process removes a
vacancy from the adjacent layer (as shown for each type of
complex in Fig. 2). Thus, the net effect is that a vacancy
moves from one layer to the next. In each case this transition
will result in a substantial energy release due to the relative
stability of the 5-8-5 coplanar divacancy structure. This energy
release is equal to the difference between the binding energies
of the coplanar divacancy defect (LDA: 8.0eV, GGA: 7.7eV)
and the interalyer complex (Ep).

The calculated binding and activation energies for cross-
layer migration are given in Table I, and the minimum energy
paths from the NEB calculations (splined) are shown on the
right side of Fig. 2 for each structure. Since the barrier for
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FIG. 3. (a) The Vf '13 * structure with the third-nearest-neighbor
lattice positions to the vacancy in the upper layer (labeled 1 or 2).

the V" /f complex to collapse is only 0.9eV (0.8eV), it will
convert almost immediately into a coplanar nearest-neighbor
divacancy at temperatures where vacancies are mobile. Both
VAP complexes have barriers to transform into a coplanar
divacancy that are significantly larger (nearly 3 eV or more),
which, with their high barriers to dissociation, means that in
isolation they are stable up to temperatures well above the
onset of vacancy mobility. The collapse of the Vﬂz‘gl structure
to the coplanar divacancy was simulated for bilayer graphene
in Ref. [46] in which a barrier of 3 eV was found, which is
comparable to but slightly less than the value of 3.8 eV we
find for the same transition.

The situation for the two stable V## complexes changes
with the addition of another mobile vacancy. Both structures
can transform to either the ground-state coplanar trivacancy
(V) structure or an interlayer V3 structure, depending on
the trajectory of the additional monovacancy, i.e., the lattice
position it diffuses to relative to the interlayer divacancy
structure. A schematic of the Vf 'f * structure is shown in Fig. 3,
with the third-nearest-neighbor lattice positions surrounding
the vacancy labeled 1 or 2. If an additional mobile vacancy
migrates to any of the positions labeled 1, then the structure
shown in Fig. 4(b) will result from a transition over a small
barrier (<0.3-0.4 eV). An example is shown in Fig. 4(a).
From this structure [Fig. 4(b)] the two-coordinated atom sitting
between the layers can then move into the lower layer, resulting
in a V3 coplanar complex in the upper layer (which is the
ground state) via a 0.8 eV barrier and releasing 6.2 eV in the
process [Fig. 3(d)].

The potential energy surface for an additional vacancy
diffusing to the other stable Vzﬁ ’f structure is very similar, and a
monovacancy accessing the same positions labeled 1 in Fig. 3
relative to the interlayer bond will result in a two-coordinated
atom sitting between the layers. From this configuration, as
before, the two-coordinated atom can then move into the lower
layer, leaving the V3 coplanar complex in the upper layer. The
activation barrier (0.5 eV) for this transition is very similar to

the monovacancy coalescence with the Vzﬂ ’13 * structure.
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FIG. 4. (Color online) Coalescence of monovacancy with the Vf ’13 * structure. (a) A monovacancy migrated to a third-nearest-neighbor
position labeled with a 1. (b) The resulting structure after a 0.2 eV barrier transition, (c) the saddle point structure for interlayer migration, and
(d) the final coplanar trivacancy structure.

The coplanar V3 complex can therefore be formed from  is the lowest-energy V3 morphology [10], comprises two
both the coplanar [10] and interplane coalescence of mono- reconstructed fivefold rings and a tenfold ring, with a
vacancies, as can the 5-8-5 divacancy. This structure, which single undercoordinated atom providing a dangling bond.
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FIG. 5. (Color online) Interlayer coalescence of a monovacancy with a coplanar trivacancy. (a), (d), and (g) The three configurations of
a monovacancy bound to a trivacancy. (b), (e), and (h) The corresponding saddle points for interlayer migration. (c), (f), and (i) The fully
coalesced coplanar quad vacancies. The atom that moves between the layers is red. The corresponding minimum energy paths for each transition
are shown on the right.
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TABLEII. Interlayer binding energies E}, activation energies for
interlayer vacancy motion E,, and energy releases E. for the three
interlayer structures (a, d, g) shown in Fig. 5.

a d g
LDA GGA LDA GGA LDA GGA
E, 3.2 3.2 1.4 1.2 2.3 2.1
E¢ 3.0 2.9 0.4 0.5 3.6 3.6
E. 5.0 5.1 7.0 7.2 6.1 6.2

This dangling bond can bind to and immobilize diffusing
monovacancies in adjacent planes when they come into the
same registry positions that result in the formation of the
interlayer divacancies. The three structures that can form are
shown in Figs. 5 (a), 5(d), and 5(g). The formation of these
structures releases energies similar to those of the formation
of the interlayer divacancies of the same motif, which are
given in Table II. For each of these structures, there is no
barrier to the formation of the interlayer bond, which is
most likely due to the increased softness or flexibility of the
undercoordinated atom of the V3. As in the case of each of
the interlayer divacancies, there is a transition pathway for
the o atom forming the interlayer bond from the V3 to move
into the monovacancy position in the adjacent layer, extending
the V3 to a V4 loop and restoring the perfect lattice in the
adjacent layer (Fig. 5). This process is also accompanied by
a substantial release of energy due to the high stability of the
V4 loop. The calculated energy release and barriers for each of
these transitions are given in Table II. As before, the barrier for
the interlayer motion of the monovacancy is rather high for the
two V#_type structures. However, for the V*/-type complex,
where the V3 undercoordinated atom is directly in line with
the monovacancy position on an « site, this barrier is relatively
small, only 0.4eV. The other two structures are relatively
stable and can act to nucleate the formation of more complex
defects or can collapse into coplanar loops as additional mobile
vacancies coalesce with them.

Returning to the coalescence of additional monovacancies
to the stable VA interlayer divacancies: if an additional mobile
vacancy diffuses to any of the positions labeled 2 in Fig. 3,
the interlayer bond will remain. This will result in a single
vacancy in one layer bonded to a 5-8-5 divacancy in the
adjacent layer, but with one of the fivefold rings broken to
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form the interlayer bond. This is a structure which could also
form from the coalescence of a single mobile vacancy with
an immobile 5-8-5 divacancy in an adjacent layer. Additional
monovacancies can then coalesce with this complex in either
layer. The coalescence of an additional three monovacancies,
two in the initial monovacancy layer and one in the initial
divacancy layer, making six vacancies in total, can result in
the structure shown in Fig. 5(a). This structure comprises two
coplanar V3 complexes in each layer that face each other, with
the overlapping edge o atoms forming two bonds between
the layers [14]. From this bound interlayer state, three of
the atoms in one layer, forming half of the central hexagonal
unit (highlighted in red), can move into the adjacent layer in
a single concerted transition, releasing 4.4eV and resulting
in the formation of a Vg ring in one layer. The structure is
illustrated in Fig. 6(d). The activation barrier for this process is
surprisingly low, only 0.7 eV, which would be crossed as soon
as the complex is formed. During the course of migrating from
one layer to the neighboring one, the moving atoms maintain
bonds with both layers, allowing the system to reorganize its
structure while barely breaking any bonds.

Achieving this low activation barrier and high-energy
release for the simultaneous interlayer motion of several atoms
requires that the interlayer movement results in a very stable
coplanar vacancy loop in one layer while the other layer is
restored to the perfect lattice. In the previous example, this
means the V3 defects in each layer must be exactly in registry.
If the coalescence happened in a different sequence, then the
barrier to interlayer vacancy motion would be much higher due
to the stabilizing effect of a fivefold ring. For example, if two
monovacancies coalesced to the divacancy before an additional
two monovacancies coalesced to the bound monovacancy
in the adjacent layer, then the structure shown in Fig. 7(a)
would result (i.e., a V4 line or loop in one layer and a V3
in the other, connected with two bonds). This one additional
vacancy dramatically stabilizes the interlayer ramp defect. In
the transition to the structure shown in Fig. 7(b), the system
releases 4.6 eV; however, the barrier to form this in-plane V;
loop is now 3.4 eV. An alternative structural change is shown
in Fig. 7(c), where the Vg loop is formed in one layer and leaves
a monovacancy in the other: this transition is not energetically
favorable, and the final structure is 2.5eV higher in energy,
with a barrier of 2.9 eV to form. However, the reverse of this
transition demonstrates that there is only a barrier of 0.4eV
to the exothermic formation of a ramp defect [i.e., Fig. 7(a)]
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FIG. 6. (Color online) (a) The structure of an interlayer V3-V; complex. (b) The saddle point structure for the collective interlayer migration
of the V. (c) The coplanar Vg loop formed from the movement of the three highlighted (red) atoms between the layers. The minimum energy

path is shown on the right.
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Reaction coordinate

FIG. 7. (Color online) (a) An interlayer V,-V; complex. (b) An in plane V; loop formed from the movement of the four highlighted (red)
atoms between the layers. (c) An in-plane V; loop in one layer and a monovacancy in the other layer formed from the movement of three of the
four highlighted atoms between the layers. The corresponding minimum energy paths for each transition are shown on the right.

from the interaction of a monovacancy in one layer with a Vg
loop in an adjacent layer.

An interlayer ramp defect of a different morphology can
also form from the coalescence of additional mobile vacancies
to the interlayer V; structures shown in Fig. 3. Here, further
interlayer diffusion of atoms will be prevented owing to the
stabilizing nature of the reconstructed fivefold rings, resulting
in the accumulation of additional vacancies.

IV. DISCUSSION AND CONCLUSION

The DFT-based simulations presented in this work demon-
strate the various ways in which vacancies can move between
adjacent layers in graphitic structures when they interact and
coalesce. This suggests that there should be a fundamental
change in our ideas about the behavior of vacancies and
their diffusion and aggregation in bulk graphite, multilayer
graphene, and multiwalled carbon nanotubes. According to the
calculations, interlayer diffusion processes can change both the
kinetics of monovacancy aggregation and also the kinetically
accessible morphologies of multivacancy complexes.

We have shown low-energy pathways to the formation
of both V4 and Vi coplanar vacancy loops (or holes) that
progress via the interlayer movement of atoms (and vacancies).
Experimental evidence, in the form of atomic resolution
HRTEM images of single-layer graphene, suggests that these
multivacancy morphologies are not routinely observed in
this material [21], and recent modeling has also suggested
that they are kinetically inaccessible from purely in-plane
aggregation of mobile monovacancies in graphene [10]. There
is experimental evidence for their existence, however, in bulk
irradiated graphite [13,15-17,20], and our results provide a
possible explanation for this discrepancy. When vacancies can

interact through adjacent planes, new pathways are opened
for vacancy coalescence. The specific processes presented
and discussed here deal with only relatively small aggregates.
As the number of vacancies is increased, different and more
complex interplane aggregate structures and transitions are
possible, and we suggest that one possibility is the formation
of extended defects that connect neighboring graphene layers
in graphite together via a sheet or strip of graphene, similar to
a ramp between the floors in a multistory car park [14].

The types of structures and transitions described here
are, of course, only part of the overall picture for the
microstructural evolution of a population of point defects
created as a consequence of irradiation in bulk graphite, and
these mechanisms will be competing against other processes
such as interstitial-vacancy recombination and the purely
coplanar coalescence of vacancies. We should therefore expect
a mixture of both in-plane and intraplane aggregation mecha-
nisms in the coalescence of vacancies; however, quantitatively
assessing the relative contributions of each one will require a
full dynamical model incorporating all possible processes for
different vacancy populations. Nevertheless, we expect that
the processes described here will contribute significantly to
the complete understanding of the response of graphite and
other graphitic structures to energetic particle irradiation.
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