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Strain effects and intermixing at the Si surface: Importance of long-range elastic corrections in
first-principles calculations
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We investigate Ge mixing at the Si(001) surface and characterize the 2 × N Si(001) reconstruction by means of
hybrid quantum and molecular mechanics calculations (QM/MM). Avoiding fake elastic dampening, this scheme
allows to correctly take into account long-range deformation induced by reconstructed and defective surfaces.
We focus in particular on the dimer vacancy line (DVL) and its interaction with Ge adatoms. We first show that
calculated formation energies for these defects are highly dependent on the choice of chemical potential and
that the latter must be chosen carefully. Characterizing the effect of the DVL on the deformation field, we also
find that the DVL favors Ge segregation in the fourth layer close to the DVL. Using the activation-relaxation
technique (ART nouveau) and QM/MM, we show that a complex diffusion path permits the substitution of the
Ge atom in the fourth layer, with barriers compatible with mixing observed at intermediate temperature. We also
show that the use of QM/MM results in much more significant corrections at the saddle points (up to 0.5 eV) that
at minima, demonstrating its importance for describing kinetics correctly.
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The deposition of Ge on the Si(001) surface is a model
system for Stransky-Krastanow growth, a process of great
technological relevance in microelectronics [1,2]. This process
is known to be driven by several factors, such as lattice
mismatch strain, surface reconstruction, adatom diffusion, and
dimerization and interdiffusion of Ge and Si. While much
attention has been focused on the island formation, a number of
results point to the existence of a complex interaction between
the deposited and the substrate species in the wetting phase,
both on the surface and deep below [3,4].

With a 4.2 % lattice mismatch, Ge atoms deposited on
the Si(001) surface first form a wetting layer that adopts the
same 2 × 1 reconstruction as the top Si layer. The resulting
compressive strain is partially accommodated in the wetting
layer by removing rows of dimers at regular intervals,
forming a 2 × N periodic arrangement of dimer vacancy lines
(DVLs) [3]. The exact interval is controlled by the wetting
layer thickness as well as the amount of intermixing, which
also affects internal strain. A number of numerical descriptions
of the 2 × N reconstruction have been reported, using empir-
ical potentials [5–7], tight-binding [8], and DFT description
[9–12]. These studies find that DVLs are the favored
arrangement for surface dimer vacancies, and predict small
(a few hundred meV per vacant dimer) to negative DVL
formation energies, even on unstrained Si(001). Recent work
has shown that c(2 × 8) reconstruction can appear on the
Si(111) surfaces to which a 0.03 tensile strain is applied [13].
Comparison of DVLs on strained Ge(001) and strained
Si(001) was made using a classical potential [7], but not
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using ab initio methods. To our knowledge, no ab initio study
differentiates pure strain/stress effects from Ge/Si alloying
and interface effects.

A recent surface x-ray diffraction (SXRD) experiment [4]
has determined the average atomic positions in the presence
of a dimer vacancy line (DVL) and rekindled interest for the
effects of the DVL on elastic deformation and Ge intermixing.
While some comparisons have been made between the
SXRD results [4] and a Monte Carlo study [6] based on
the Stillinger-Weber potential [14], a more comprehensive
atomistic description of the DVL structure as well as its impact
on Ge diffusion is still lacking.

Given its importance, the mixing of Si and Ge between
adatoms, ad-dimers, and the surface dimers has been ex-
tensively investigated by both experiments [4,15–20] and
theoretical calculations [6,17,21–25]. It is now established
experimentally and theoretically that Ge can mix with the
surface dimers at room temperature, and that deep intermixing
to the third and fourth atomic layers occurs at temperatures
of 773 K and higher. Calculations also showed kinetic paths
for Si/Ge exchange at the (105) surface [26]. Furthermore,
SXRD [4] and classical Monte Carlo [6] studies find that more
intermixing takes place far from the DVL, interpreted as the
consequence of compressive strain near the DVL.

Experiments [15,16,27] suggest that deep intermixing could
happen at even lower temperatures, as low as 573 K, but the re-
sults are within the measurement’s margins of error and further
work is needed to clarify this issue. Interestingly, an empirical
rule-of-thumb in metallurgy [28] states that diffusion becomes
important when temperatures reach one-third of the melting
temperature. In the case of Si, this corresponds to 562 K,
which would indicate that intermixing might be possible at this
temperature. While thermodynamical computations [17,29]
open the door for Ge fractional occupation of a few percents

1098-0121/2014/90(15)/155302(10) 155302-1 ©2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.90.155302
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in the fourth layer at a temperature of 600 K, no kinetic path
permitting significant intermixing at these temperatures has
been found, leaving open the question as to whether Ge could
diffuse deep below the surface on an experimental time scale.

In this paper, we use a quantum-mechanical/molecular
mechanics approach based on the highly parallelizable DFT
wavelet-based BIGDFT package [30,31] to investigate the
specific role of strain on both the DVL and Ge diffusion
into the bulk. More precisely, we first look at the elastic,
energetic, and thermodynamical effects of the creation of a
DVL in a strained Si box. Coupling this package with the
activation-relaxation technique (ART nouveau or ARTn) [32],
we also explore various kinetic pathways that could allow Ge to
diffuse deep below the surface during deposition below 600 K.
By focusing on the strain effect, we provide clear numerical
evidence as to the creation of DVL, the Ge subsuface diffusion
and its relation to the DVL.

I. METHODOLOGY

Most ab initio studies of elastic deformations near surfaces
are limited by the depth of the slab used to simulate the
system. Atoms at the bottom of the slab are typically frozen,
possibly resulting in important elastic dampening when the
sample depth is not sufficiently large. It is therefore essential
to use simulation cells of sufficient size to allow unconstrained
elastic relaxation to take place near the surface. This remains
a challenge for fully quantum-mechanical approaches as this
means spending a considerable amount of computer efforts on
relatively trivial displacement away from the zone of interest.

It is possible to reduce the computational costs in certain
systems by using a hydrid quantum mechanics/molecular
mechanics approach (QM/MM) where atoms near the surface
are treated quantum-mechanically and those deep in the bulk
with a much cheaper empirical potential [33]. While such
an approach can be used with any quantum-mechanical code
(e.g., Ref. [34]), it is particularly well suited for a local-basis
implementation, such as BIGDFT, a powerful wavelet-based
DFT package that we use here [30,31].

In our implementation of the QM/MM approach, we use
BIGDFT with GGA/PBE exchange-correlation functionals to
accurately describe the surface states. For the MM region,
we select the original Stillinger-Weber potential [14], simply
adapting the lattice parameter to the QM value of 5.465 Å. This
potential describes adequately the small harmonic displace-
ments around the global minimum. Minimizations throughout
this work are done using the FIRE algorithm [35].

Throughout this study, we consider three Si(001) configu-
rations: model 1, model 2, and model 3. All models are slab
configurations where the first eight atomic layers are described
by BIGDFT. The MM layers are placed below the QM layers and
are described using the Stillinger-Weber potential. We detail
these model configurations in Table I.

The interface between the QM region and the MM region
is described by one layer of buffer atoms. These atoms are
included in the QM calculation, but are moved only according
to the MM forces on them. When a BIGDFT calculation is
launched, the bottom of the QM region is passivated with H
atoms positioned at half the bond length between neighboring
QM to ensure that no dangling bond at the bottom of the QM

TABLE I. Geometrical details of the three Si(001) model config-
urations used in this study. All models are slab configurations where
the first eight atomic layers are described by BIGDFT. The molecular
mechanical (MM) layers are placed below the quantum mechanical
(QM) layers and are described using the Stillinger-Weber potential.
The number of Si atoms in each of the two regions are indicated in
the last two columns.

Atoms per Surface QM MM QM MM
Model layer size layers layers atoms atoms

1 16 1.55 nm × 1.55 nm 8 20 128 320
2 24 1.55 nm × 2.32 nm 8 20 192 480
3 40 1.55 nm × 3.86 nm 8 36 320 1440

slab affects the computation. This distance is chosen so as to
minimize H-H interactions when the lattice is deformed. Since
it is not possible to separate the potential energy contribution of
each atom using DFT calculations, we must include the atoms
in the passivated surface in potential energy calculations.

The minimum thickness for the buffer region was es-
tablished first by relaxing a 216-atom box with periodic
conditions and then H passivating the top and the bottom.
Then we computed the forces on this system, without further
relaxation. In such a context, Si atoms with a nonzero force
correspond to the region that is affected by finite-size effects.
We found that this effect is limited to the first layer of
atoms. We counter-checked this result by adding a single Si
interstitial atom to the system and comparing the forces on
the surrounding atoms in the periodic-box case and in the
H-passivated slab case. Once again, only the first layer of Si
atoms was affected by our scheme.

The QM thickness of our 2 × 1-reconstructed Si(001)
system was determined by computing the force on a single Ge
adatom as a function of the QM region depth. This procedure
was executed using purely QM systems, with the same number
of atoms per layer as model 2, testing diverse slab thicknesses.
We found that the QM energy converged with eight atomic
layers.

One should note that the QM/MM framework is appropriate
for IV-group semiconductors but that it would necessitate im-
portant modifications for use in systems with important charge
transfer, such as ionic materials. In such systems, H passivation
would probably not be adequate to minimize electronic effects
in the bottom layers of the QM region. However, adaptation
to other systems of IV-group semiconductors with different
geometries is possible.

A. The importance of long-range elastic effects

To assess the need for a QM/MM scheme, we compute
the energy and structural minima for various Si(001) systems
with different initial surface reconstructions. Computations on
variations of model 1 are done with a 2 × 1 × 2 Monkhorst-
Pack grid. In the pure QM case, the bottom layer and H
atoms are fixed. Our QM results agree with previous studies: a
40 meV energy decrease per surface atom when switching
from 2 × 1 to 2 × 2, and a 2.5 meV energy decrease per
surface atom when switching from 2 × 2 to 4 × 2. Using the
QM/MM scheme leaves the same energy difference between
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(a)Top view

(b)Side view

FIG. 1. (Color online) An illustration of a relaxed Si surface
with a Ge adatom (in blue) in pedestal position. The surface is
reconstructed in the so-called alternating fashion: one dimer row
(on the left) is 2 × 1 reconstructed and the next (with the Ge adatom
on top) is 2 × 2 reconstructed.

reconstructions, but the three relaxed structures (2 × 1, 2 × 2,
and 4 × 2) show a DFT energy 0.625 meV per surface atom
lower than in the pure QM case. Although the bulk elastic
properties affect the total energy, they have little influence on
the geometry of the reconstruction.

Starting from model 2, we perform similar computations but
with a Ge adatom in pedestal position. The pedestal position,
after minimization, is illustrated in Fig. 1. We relax starting
from three initial surface reconstructions: 2 × 1, 2 × 2, and
alternating 2 × 1 and 2 × 2 rows. In the latter case, the Ge
adatom was placed on a 2 × 2 row (see Fig. 1). We observe
that the 2 × 1 reconstruction spontaneously transforms to an
alternating configuration after minimization in the presence of
a Ge atom.

In all these systems with a Ge adatom, the presence of a
large MM region directly affects the energy minima at the top
surface. In the 2 × 1 configuration, the final potential energy
per Si surface atom was 4 meV lower in the QM/MM case than
the pure QM case. These values, for the 2 × 2 and alternating
dimers configurations, per Si surface atom, are 11 and 4 meV,
respectively. Clearly, therefore, correct incorporation of long-
range elastic deformations is necessary to obtain accurate total
and relative surface energies.
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FIG. 2. (Color online) Horizontal displacements respective to the
perfect 2 × 1 lattice in the presence of a DVL (missing dimer row
near x = 0 Å). Atoms with positive displacements are shifted towards
the right and those with negative displacements towards the left.

B. Modeling the Ge/Si surface reconstruction

Dimer vacancy lines (DVL) appear after the deposition
of a monolayer of Ge on top of Si(001): in order to release
compressive stress, some surface dimers will become vacant
and align themselves as vacancy lines. An illustration of such a
configuration is given in Fig. 2. Because of mixing, Ge concen-
trations in layers near the surface may vary from zero to 100
percent, depending on deposition conditions. Full sampling
of these configurations is an expensive computational task
(see, e.g., Ref. [6]) that is beyond our computational resources
when doing ab initio calculations. We therefore consider two
limiting cases: an unstrained Si(001) substrate and a Si(001)
substrate with 4% biaxial compressive strain, mimicking the
lattice mismatch of Ge and Si. This approximation allows us
to focus on strain and stress effects of Ge/Si, leaving aside
chemical alloying and interface effects.

C. Energy landscape exploration

For the exploration of the energy landscape of a single Ge
atom added to the Si(001) surface, we use a modified version of
the BIGDFT implementation of ARTn [32,36–38]. To accelerate
convergence, we both follow the variable step procedure
proposed by Cancés et al. for the activation phase [39] and
converge the perpendicular direction with FIRE [35]. ARTn
is an efficient open-ended unbiased search algorithm both for
transition states. It has been used successfully to characterize
mixing in SiO2 [40], glasses [41], proteins [42], defects in
iron [43] as well as study, ab initio, diffusion in various
semiconductors [44–46]. ARTn explorations were performed
on model 2 (24 atom/layer).

Some of the metastable states of great interest found by
ARTn were discovered when executing high barrier events.
In some cases, we found new transition states by relaxing
pure-QM nudged elastic bands [47] (NEB) linking these states,
as implemented in the BIGDFT package. These saddle points
were then refined with the pure-QM ARTn followed by the
QM/MM ARTn. By this procedure, transition states with lower
barriers were found.
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II. CHARACTERIZATION OF THE SURFACE WITH A
DIMER VACANCY LINE

The dimer vacancy line (DVL) is a surface defect charac-
terized by one missing dimer out of every N (with N typically
between 7 and 12, depending on the deposition conditions).
Following conventional notation, we define the DVL as 2 × N ,
the “2” referring to the dimer surface reconstruction. We select
the 2 × 10 reconstruction, since N = 10 sits approximatively
half-way between the values found in the literature for high
strain and low strain [6].

As discussed above, the 2 × 10 reconstruction of Si was
characterized using both the QM and the QM/MM methods.
It is thought that the DVL is a consequence of the strain
imposed on the Ge layer, since this defect does not appear
on pure Ge(001) and Si(001). This problem was studied using
a classical potential [7] and we revisit it using an ab initio
method in model 3, introducing two aligned dimer vacancies
(the surface thus contains 18 dimers, spread on two rows).

We first remove a dimer line for a configuration with a
perfect 2 × 1 reconstruction and no strain. After relaxation, the
system converges to a staggered surface configuration where
atoms bordering the missing dimers sit at variable distances
from the initial DVL, depending on whether they neighbored
the top or bottom atom of a tilted surface dimer (the atoms
neighboring the bottom dimer atom are 1.175 Å from the DVL
and the others are 2.425 Åfrom the DVL). After repositioning
these atoms at 1.175 Å of the DVL, a new relaxation leads to a
more stable state (300 meV per dimer vacancy compared to the
metastable state), both with the QM and QM/MM techniques.

Although we obtain the same potential energy difference
between the stable and metastable DVL configuration using
the QM and QM/MM schemes, QM/MM leads to a potential
energy lower than that of QM (300 meV per dimer vacancy),
showing that the DVL causes long-range deformations in the
bulk. The final configuration is illustrated in Fig. 2. We used
this configuration as a starting point for the minimization at 4%
biaxial compressive strain, which was done using the QM/MM
scheme.

A. The formation energy of the DVL

The DVL formation is associated with the removal of
atoms. Its formation energy must therefore be computed in
the grand canonical ensemble, which requires the chemical
potential associated with the surface atoms. It can then be
written as

Ef = EDVL − E2×1 + nvacμdimer, (1)

where EDVL is the system’s total energy with the DVL formed
by removing nvac dimers, E2×1 is the total energy of the perfect
2 × 1 surface reconstructed simulation box and μdimer is the
chemical potential associated with a reconstructed dimer.

Previous studies used the bulk chemical potential as
reference for the missing surface atoms forming the DVL. This
choice is generally justified by considering that it is equivalent
to using a sink and source of atoms at the edge of a terrace,
since the displaced atom will cover what was previously a
surface atom that becomes a bulk atom [7,9,10].

TABLE II. DFT and Stillinger-Weber (SW) formation energy Ef

for a defect vacancy line (DVL) (eV per vacant dimer). We report
formation energies using either μbulk, the bulk chemical potential, or
μdimer, the surface chemical potential, as explained in the text.

Method Chemical potential Ef no strain Ef 4% strain

DFT μdimer 2.28 eV −1.09 eV
DFT μbulk −0.11 eV −1.41 eV
SW μdimer 2.85 eV 1.56 eV
SW μbulk 0.20 eV −1.01 eV

It is also possible to define a surface chemical potential as

μdimer = μbulk + γ2×1

ndimer
, (2)

where γ2×1 is the surface energy of a perfect 2 × 1 recon-
structed surface and ndimer is the number of dimers on the
2 × 1 reconstructed surface. This is equivalent to considering
that the boundary is an infinite reservoir of surface dimers.
To compute the chemical potential of the dimers, we isolate
the contribution of the surface atoms to the total energy of a
perfect 2 × 1 reconstructed surface. In the context of QM/MM
calculations, where the bottom layer of the QM region is H
passivated, we need to subtract the effect of this passivation to
the total DFT energy:

μdimer = (E2×1 − γpassivated − nbulkμbulk)/ndimer, (3)

where the H-passivated surface energy γpassivated is given by

γpassivated = (EH-terminated − nbulkμbulk)/2 (4)

and μbulk is computed using a 216 atom box with periodic
boundary conditions. γpassivated is computed using a system
with 8 Si layers and two H-terminated (silicon passivated with
hydrogen) surfaces.

These quantities are computed for 0% and 4% biaxial strain.
Since we are using a slab configuration, μbulk must account
for the fact that the system can relax vertically when under
biaxial strain. Thus the vertical size of the periodic box used to
compute the bulk chemical potential under compressive strain
is adjusted using the experimental 0.22 Poisson ratio of Si.

We report the formation energies Ef for this slab with
and without compressive strain in Table II. Since the surface
cohesive energy is less than that of the bulk, the DVL formation
energies are shifted to higher values when using μdimer rather
than μbulk, showing the importance of selecting the correct
reference state.

Indeed, while the DVL is formed at no cost in the
unstrained silicon sample when using the bulk chemical
potential, the formation energy computed with respect to a
surface chemical potential suggests rather that the DVL is
unstable at zero pressure. For a box under compressive strain,
DFT results using either chemical potentials suggest a stable
DVL. Interestingly, the Stillinger-Weber potential shows that
the DVL is stable if one uses the bulk chemical potential,
but unstable if one uses the reconstructed surface chemical
potential. This result is not unexpected, since this classical
potential is well-known to predict bulk properties better than
surface properties.
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Experiments systematically show the presence of vacant
dimers but not DVLs on the unstrained Si(001) surface.
They are formed when cleaning the surface and survive
annealing [48]. In one study [49], when carefully avoiding
metal contamination, 1.7% of dimers are vacant, forming
mostly single vacancies, a percentage independent of the
annealing temperature. This indicates that vacant dimers are
caused by a mechanical effect (surface cleaning) and not
a thermodynamical effect. In another study [50], 9% of
dimers are vacant, forming small clusters. No DVLs are
observed. While dimer vacancies tend to align due to elastic
effects [7], the density of dimer vacancies is too weak and
the thermodynamics too unfavorable to drive the kinetics that
would lead to DVLs after dimer vacancies were mechanically
created. Notably, entropy contributions, which we have not
computed, may play a role in keeping dimer vacancies
unaligned. This absence of thermodynamical driving forces
indicates that DVL formation energies should be positive if
the Si slab is unstrained. This is coherent with our results
using μdimer rather than μbulk.

Overall, these results, shown in Table II, emphasize the
importance of selecting the right chemical potential. Clearly,
the surface chemical potential and not the bulk chemical
potential, generally favored, is the right choice.

B. Displacements relative to the perfect surface

A recent surface x-ray diffraction (SXRD) experiment [4]
has provided important data concerning the structure of the
Ge-Si(001) DVL. While the experiment cannot distinguish
between the effects of the overall compressive strain exerted
on the Ge layers and that of the alloying of Ge and Si, our
numerical setup allows us to do so: by looking at Si(001)
2 × 10 structures with and without 0.04 biaxial compressive
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FIG. 3. (Color online) Vertical displacements respective to the
perfect 2 × 1 lattice in the presence of a DVL (missing dimer row near
x = 0 Å). Atoms with negative displacements are shifted towards the
bottom.

strain, we isolate stress effects. From this, it possible to also
identify the separate alloying effects.

The fully relaxed configuration for a 2 × 10 DVL, along
with atomic vertical and horizontal displacements with respect
to the relaxed perfect 2 × 1 surface, are illustrated in Figs. 2
and 3 for the surface with no biaxial strain. Figures 4 and 5
present the horizontal and vertical displacement as a function
of the distance to the DVL and the depth below the surface,
comparing numerical and experimental results. While the
experiments were performed on a 2 × 9 reconstructed surface
and our calculations on a 2 × 10 reconstructed surface, the
weak elastic deformation at the largest distance from the DVL
allows us to do a direct comparison.

Atoms near the DVL are shifted horizontally towards the
defect (Fig. 4). In the first, second and third layers, these
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FIG. 4. (Color online) Horizontal displacements measured with respected to the perfect 2 × 1 lattice as a function of distance to the DVL
for different depth. (Left) Unstrained sample; (middle) model with 4% biaxial strain; and (right) experimental values. Experimental data are
taken from Ref. [4].
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displacements increase monotonously as the distance to the
DVL is reduced and become smaller as a function of depth. In
the fourth layer, we observe a nonmonotonous behavior, with
no horizontal displacements under the DVL, a move towards
the bulk that peaks about 4 Å away from the DVL and the
slow disappearance of this deformation far from the DVL. The
agreement between our computations and experiments, here,
is excellent with a maximum atomic displacement of 0.4 Å in
experiment and 0.6 Å in our models.

Vertically (Fig. 5), atoms are shifted towards the bulk in
the vicinity of a DVL, a shift that decreases monotonously
as the distance for the DVL increases and as a function
of depth. While overall trends are the same for simulations
and experiments, they differ in the details. More precisely,
while vertical displacements in our simulation are of a smaller
magnitude in the first layer (up to 0.25 Å) than in the
experimental case (up to 1 Å), they are of a comparable
magnitude in the second and third layers and the fourth layer
shows larger displacements in our calculation than in the
experiments, close to the DVL (up to 0.5 Å in our calculations
and 0.08 Å in the experiment).

While vertical displacements reported in the experiment
dampen to less than 0.05 Å in the sixth layer, the deformation
propagates much deeper in our Si-only sample. A small
displacement of 0.05 Å is reached only in the 17th layer.

To understand these results, we first note that the overall
strain has very little impact on the DVL induced deformation.
Horizontal displacements are almost identical for the strained
and unstrained models, and vertical ones are only slightly
smaller in the strained sample (center panel of Fig. 5) than in
the unstrained sample (left panel). For instance, the largest
displacement in the fourth layer is 0.4 Å for the strained
sample compared to 0.5 Å for the unstrained slab. Differences
between simulations and experiments are therefore mostly
due to alloying and size-mismatch disorder between Ge and

Si atoms. In other words, the experiment uses a Ge/Si(100)
sample, while our simulation considers an Si(100) surface,
which has to affect the vertical strain gradients, probably most
near the DVL.

Indeed, since the first-neighbor interatomic distance in Ge
is about 0.2 Å greater than in Si, a Ge atom at the surface of a Si
wafer requires a smaller horizontal move to form stable bonds
at the DVL. This is what we observe with an experimental
displacement of 0.4 Å versus 0.6 Å for the all-Si simulations.
As expected, therefore, horizontal displacements in the sample
with 4% biaxial strain (central panel of Fig. 4) are slightly
smaller than those in the unstrained case.

Chemical composition is also responsible for the difference
between simulation and experiment in the vertical displace-
ment. While the strain is uniform as a function of height
in our simulation cells, by symmetry, it is depth-dependent
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FIG. 6. (Color online) Atomic positions after relaxation in the
presence of a DVL. Atoms are color-coded as a function of a change
in the first-neighbor distance with respect to that of the nondefective
model.

155302-6



STRAIN EFFECTS AND INTERMIXING AT THE Si . . . PHYSICAL REVIEW B 90, 155302 (2014)

in experiments, since the Ge concentration decreases rapidly
from 100% to 0%. This explains the faster dampening as a
function of depth observed experimentally, but also the larger
reorganization in the top surface near the DVL (Fig. 5).

This point is illustrated in Fig. 6, where the average bond
length for each atom is shown (averaged overall all bonds
associated with each atom). Near the DVL the atoms in the
top two layers have overextended bonds of up to 0.1 Å, while
the atom just under the DVL, in the fourth layer, is under
considerable compressive strain, with an average bond length
of 0.06 Å too short. The presence of Ge in the top layers,
coupled with pure Si below the fourth layer, should, in large
part, eliminate the compressive strain at the bottom of the DVL.

III. ENERGETICS OF GE MIXING NEAR THE DVL

Both experiments [4] and classical Monte Carlo simula-
tions [6] show that the Ge concentration profiles increase
with the distance from the DVL, which is interpreted as the
consequence of compressive strain near the DVL. We revisit
this issue by studying the energetics of a Ge atom at various
positions in the unstrained 2 × N reconstructed Si surface.

We report the potential energy for the Ge as an adatom, as
an interstitial defect in the second layer and a substitutional
defect in the fourth layer at increasing distances from the DVL.
For this last system, the energy includes the chemical potential
associated with removing a Si-atom from the bulk and placing
it as an adatom in a pedestal position. Instead, if one had used
the chemical potentials described above, μdimer and μbulk, the
potential energy curves for the substitutional defects would
have been shifted by 0.29 and −0.91 eV, respectively.

Above the DVL, the Ge adatom is placed in the middle of
the defect; elsewhere, the adatom is placed in pedestal position.
Each configuration is minimized using our QM/MM scheme.
Results are plotted in Fig. 7. Except over the DVL, where its
energy is 0.5 eV larger than in the other positions, the energy
of the Ge adatom in pedestal position is almost independent of
its distance to the defect.

The Ge atom in interstitial position is unstable when
positioned below the DVL and spontaneously diffuses above
the defect, back in the adatom site (which is why the two points
have the same energy in Fig. 7). It is also less stable as a second-
layer interstitial away from the DVL, with a configurational

P
ot

en
tia

l e
ne

rg
y 

(e
V

)

Distance from DVL (Å)

second layer interstitial
adatom position

fourth layer substitutional (under dimer)
fourth layer substitutional (not under dimer)

-0.6
-0.4
-0.2

0
0.2
0.4
0.6
0.8

1
1.2
1.4

-2 0 2 4 6 8 10 12 14 16 18

FIG. 7. (Color online) The configurational energy as a function
of the position of a Ge defect for a Si slab with a 2 × N reconstructed
surface. The Ge is positioned as an adatom at the pedestal position,
as an interstitial in the second-layer and as a substitutional atom in
the fourth layer (under a dimer row and between dimer rows). In
the latter case, the energy plotted includes the chemical potential
associated with removing a silicon atom, as discussed in the text.

energy more than 1.7 eV above that of the Ge adatom, except
next to the DVL where its energy is 1.5 eV above the Ge
adatom. These results, which show that the Ge atoms allow
some level of strain relaxation near the DVL, are consistent
with the SXRD results discussed in the previous section.

Contrary to adatom and subsurface positions, the energy
for a substitutional Ge atom in the fourth layer does not vary
monotonously as a function of distance from the DVL. It shows
rather a minimum at the third lattice site from the DVL. This
effect is strong when the Ge is placed under the dimer rows,
but not in between these rows and it mimics the horizontal
displacements in the fourth layer observed in Fig. 4. A careful
inspection of the bond lengths shows that the introduction of
this interstitial atom deforms all the bonds in the chain of
atoms sitting on the line perpendicular to the DVL, a bit like
the compression on a accordion. Bonds near the DVL and
the half-distance to its image are stiffer (they move less when
introducing a Ge atom), while the bonds in between are softer.
The effect is weak in the chain between the dimer rows because
the Ge in not as constrained vertically.

We thus conclude that the presence of a DVL does influence
the energetics of Ge intermixing, as predicted and measured
by former studies. However, while previous studies stated that
Ge concentration decreases monotonously as we approach the
DVL, our calculations suggest that concentrations profiles are
much more complex, depending on defect type, intermixing
depth and the presence (or absence) of a dimer row above Ge
sites. While such effects were not reported in Ref. [4], the very
large error bars of the measurements may account for these
discrepancies. Ideally, one would want to perform diverse
Ge/Si Monte Carlo simulation of intermixing. However,
considering the large cost of DFT calculations, it does not
seem like a realistic approach at the moment.

IV. GE/SI INTERMIXING AT THE SURFACE

While the previous section identifies some of the most stable
sites for a Ge atom in the top layers of a Si slab with a DVL,
the sampling of these positions is constrained by the kinetics
of Ge mixing. Uberuaga et al.’s seminal work [17] suggests a
path from the surface to the third layer with a maximum barrier
of 1.3 eV, an energy that would allow mixing in the top three
layers at temperatures well below 600 K.

However, the identified path from the third to the fourth
atomic layer shows a 2.3 eV barrier relative to the global
minimum energy state, leading to a metastable state 1.75 eV
above the global minimum. On experimental time scale, this
particular path limits the Ge mixing to temperatures above
773 K, suggesting a kinetic barrier between the third and fourth
layers. Yet, using the results presented in the previous section
and thermodynamical computations [17], recalculated with
T = 600 K, we predict that the population of Ge in the fourth
layer, at thermodynamical equilibrium should be close to two
percent.

Previous experiments have characterized the top two layers
of Ge/Si, but no definitive data is available, to our knowledge,
concerning deeper layers: results between 573 and 773 K are
ambiguous concerning this issue [16]. Since thermodynamics
suggests that Ge should be present in the fourth layer, we select
to extend the search for kinetic pathways initially performed by
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Uberuaga et al., using using an open-ended technique, ARTn,
in order to search for kinetically accessible pathways to these
deep layers [32,36–38].

We first sample the energy landscape of the Ge adatom using
the QM/MM slab with 24 atoms per layer and one Ge adatom,
generating more than 100 metastable states and associated
transition states. We confirm that the pedestal position is
the most stable configuration. The energy landscape is very
rugged, however, with many local minima where the adatom
sits above the Si dimers linked by saddle points with an energy
barrier of 0.05–0.3 eV. Yet, the computed diffusion barrier
along the dimer row is 0.60 eV, in good agreement with
previous studies [51–53].

We then place a Ge atom in a Si-Ge dumbbell position
in the third layer (first row in Table III), in a configuration
corresponding to the last accessible state at less than 600 K
found in Uberuaga et al.’s study [17]. According to this group,
this state is 0.3 eV above that of the Ge in a pedestal position.

Relaxing our configuration with QM/MM, we find a
significantly higher energy: 1.03 eV above that of the Ge in a
pedestal position. This difference in energy can be explained in
part by the surface reconstruction. Here, the surface dimers are
in a 2×1 while they are in a 2×2 reconstruction in Ref. [17],
justifying a 0.3 eV spread. The rest must come from choices
in the DFT calculation and the box setup.

Running an ART nouveau search from this state, and
focusing on migration pathways leading away from the
surface, we find a multistep diffusion path from the third to the
fourth layer with a 1.82 eV activation barrier as computed from
the pedestal position, lower than the 2.3 eV previously found.
The final state is also lower in energy, at 0.67 eV, compared
with 2 eV found in Ref. [17].

The details of the path from the third to the fourth layer are
given in Table III and are similar to the diffusion mechanism
described in Ref. [54]. Minima 1 through 5 are associated
with the migration from a Ge-Si dumbbell configuration in
the third layer to an Ge-interstitial hexagonal configuration
between the third and fourth layer. Saddle 5 corresponds to the
diffusion of Ge from this hexagonal site to a distorted Si-Ge
dumbbell in the fourth layer, (minimum 6). Saddle 6 leads to
a substitutional Ge atom in layer 4 and an Si-Si dumbbell in
layer 3 (minimum 7).

Using harmonic transition state theory with a standard
pre-exponential for surface diffusion of 100 THz and a barrier
of 1.8 eV, diffusion from the third to the fourth layer would
be limited to once every 13 seconds at 600 K, which is
coherent with deposition speeds of the order of ML/min.
In principle, this means intermixing should be kinetically
feasible at 600 K. Overall, these theoretical findings warrant
further experimental investigations, since ambiguity remains
concerning interdiffusion at that temperature.

Interestingly, elastic effects are not uniform along the dif-
fusion pathway but are particularly important at the transition
states below the surface. Pure QM calculations reproduce
closely, within 0.05 eV, the energy minima, when compared
with QM/MM, but overestimate by as much as 0.5 eV the
transition states. This apparent asymmetry between minimum
and activated states can be explained by the larger lattice
deformation observed at the transition that increases the
elastic impact on the total energy. We also note that the

TABLE III. (Color online) Left column: the potential energy
of metastable (bold font) and transition states (normal font) that
permit the diffusion of a Ge atom from the third to the fourth
layers of a Si surface. The potential energy of select states obtained
by QM calculations are in parenthesis. Middle column: atomistic
configuration of each state as seen from the X direction; right column:
atomistic configuration as seen from the Z direction. Si atoms are
represented by small beige spheres and Ge by large blue spheres.

Energy (eV) X direction Z direction

M1
1.03

S1
1.55

M2
1.14

S2
1.43

M3
1.33

S3
1.82

M4
1.63

S4
1.68

M5
1.38 (1.38)

S5
1.82 (2.3)

M6
1.63 (1.66)

S6
1.82 (2.3)

M7
0.70 (0.7)
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QM and QM/MM configurations differ only slightly. All
atomic positions differences were smaller than 0.035 Å.
The importance of taking into account long-range elastic
deformation through QM/MM is also increased as the Ge
diffuses far from the surface and closer to the bottom QM
layer. It is therefore crucial, for the right kinetics, to take
elastic effects correctly into account.

V. CONCLUSION

This work is concerned with understanding the onset of
Ge mixing in Si(100) using a quantum mechanical/molecular
mechanics approach based on the BigDFT package. Focusing
on the role of strain, we characterize the structural and
thermodynamical impacts of creating a dimer vacancy line
(DVL) at the surface of a pure Si(100) slab at zero and 4%
compressive strain. This allows us to show the importance of
taking into accounts deep elastic effects to evaluate correctly
the elastic energy associated with the surface deformation.
Computing the formation energy, we also show that previous
calculations using the bulk chemical potential as reference lead
to predicting the stability of the DVL in the pure unstrained
Si(100), a defect that is not observed experimentally. It is
necessary to use a surface chemical potential to recover the
proper thermodynamics.

Comparing the lattice deformation with recent experimental
data, we also identify the role of the strain versus chemical
disorder, particularly near the DVL. Our more rigorous
treatment of deep elastic effects uncovered a new pathway
leading from the surface to the fourth layer with a lower
activation barrier (1.82 eV) than that found with pure QM
calculations (2.3 eV). This is coherent with experiments that
suggest, although ambiguously, that interdiffusion can occur
at temperatures lower than 773 K.

These findings should raise new experimental investiga-
tions. Besides, the results above demonstrate the impor-

tance of taking into account elastic effects when computing
the structural properties of semiconductors surface. Elastic
deformation play an important role in this structure and should
be taken into account to properly describe surface structures.
Furthermore, as already shown for binary systems [55],
our calculations stress the critical importance of the choice
of chemical potential when computing formation energies
of surface structures. While a convenient choice, the use of
the bulk chemical potential, results in predicting that DVLs
spontaneously appear on unstrained Si(001), choosing the
surface dimers binding energy as a chemical potential results
in predicting that compressive strain is necessary for the
DVL to appear. These results remind us of the ambiguities
involved in computing formation free energies in a grand
canonical ensemble. If one wants to determine with precision
the adequate chemical potential, large simulations in the
canonical ensemble would be required.
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