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Dissipative superfluid mass flux through solid 4He
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The thermomechanical effect in superfluid helium is used to create an initial chemical potential difference
�μ0 across a solid 4He sample. This �μ0 causes a flow of helium atoms from one reservoir filled with superfluid
helium, through a sample cell filled with solid helium, to another superfluid-filled reservoir until chemical
potential equilibrium between the reservoirs is restored. The solid helium sample is separated from each of
the reservoirs by Vycor rods that allow only the superfluid component to flow. With an improved technique,
measurements of the flow F at several fixed solid helium temperatures T have been made as a function of �μ in
the pressure range 25.5–26.1 bar, and measurements of F have been made as a function of temperature in the range
180 < T < 545 mK for several fixed values of �μ. The temperature dependence of the flow above 100 mK shows
a reduction of the flux with an increase in temperature that is well described by F = F ∗

0 [1 − K exp(−E/T )].
The nonlinear functional dependence F ∼ (�μ)b, with b < 0.5 independent of temperature but dependent on
pressure, documents in some detail the dissipative nature of the flow and suggests that this system demonstrates
Luttinger liquid-like one-dimensional behavior. The mechanism that causes this flow behavior is not certain, but
is consistent with superflow on the cores of edge dislocations.
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I. INTRODUCTION

The torsional oscillator measurements of Kim and
Chan [1,2] and their interpretation of the data to suggest
the possible existence of the theoretically-predicted [3–7]
supersolid [8] stimulated a considerable renewal of interest
in the properties and behavior of solid 4He. The supersolid
interpretation has been questioned by a number of workers
who suggest that some experiments carried out to date may
show no clear or at most only weak evidence for supersolid
behavior [9,10]. Importantly, recent work by Chan’s group
with a Vycor cell coated with epoxy (instead of being enclosed
in a container with small amounts of bulk solid present) [11]
and with cells designed to minimize the shear modulus
effect [12] has shown that the original interpretation of the
solid helium in Vycor work was likely premature. Rather than
the observation of supersolid behavior, it is now believed that
the original Kim and Chan [1,2] observations resulted from
changes in the stiffness [13] of the bulk helium in the sample
cell and the influence of this temperature-dependent stiffness
on the torsional oscillator [14,15] itself.

Experiments designed to directly create flow in solid 4He in
confined geometries by squeezing the solid lattice directly have
not been successful [16–19]. We took a different approach and
by the creation of chemical potential differences across bulk
solid 4He samples in contact with superfluid helium we have
demonstrated mass transport by measuring the mass flux F

through a cell filled with solid 4He [20,21]. We found evidence
for flux at temperatures that extend to values above those
where torsional oscillator or other experiments have focused
attention. These earlier experiments, for 4He with well helium,
typically presumed to have 300 ppb 3He impurity content (but,
our measurement of a different sample from the same supplier
resulted in 170 ppb 3He impurity content [22]), also revealed
a dramatic collapse of the flux [22–24] on cooling through
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the vicinity of 75–80 mK, with evidence for some recovery at
lower temperatures.

Although a brief report that covers a portion of the
content we report here has appeared [25], here we describe
in some detail our experiments and evolving understanding of
the behavior of F for T � 180 mK. We apply a temperature
difference �T to create an initial chemical potential difference
�μ0 between two superfluid-filled reservoirs in series with
a cell filled with solid 4He. We then measure the behavior
of the 4He flux through the solid-filled cell. This flux results
from the imposed �T and changes with time as the pressure
difference between the two reservoirs �P changes (due to the
fountain effect) and the chemical potential difference between
the two reservoirs �μ,

�μ = m4

[ ∫
(dP/ρ) −

∫
(sdT )

]
, (1)

changes from the initially imposed �μ0 to zero. Here m4

is the 4He mass, ρ is the density, and s is the entropy per
unit mass. We find that the flux F depends on �μ and can
be described at fixed solid 4He temperature by F = a(�μ)b,
where a and b are fitting parameters and where a is found to
be a decreasing function of increasing temperature and b is
temperature independent, but both a and b depend on pressure.
This nonlinear behavior of F as a function of �μ above
T ∼100 mK provides evidence that the flux in the 4He solid
may be due to a conduction process that arises as a result of
the presence of bosonic Luttinger liquid behavior. The precise
nature of what actually carries the flux remains uncertain,
and liquid channels have been proposed as a possibility [26],
but the results to date are consistent more with the flux being
conducted by the cores of edge dislocations [27].

II. EXPERIMENTAL TECHNIQUE

To study mass flow through solid helium-4 an apparatus
was designed and was previously described in some de-
tail [20,21,25,28,29] (see Fig. 1). A solid 4He sample is situated
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FIG. 1. (Color online) Schematic rendition of the sample cell
(not to scale), which consists of two Vycor rods V 1 and V 2, reservoirs
R1 and R2, their heaters H1 and H2, and a cylindrical space for
the helium sample (1.84 cm3) with a Straty-Adams pressure gauge
(Ref. [31]), C1 and C2, at each end of the solid helium region.
A chemical potential difference can be applied between the two
reservoirs. T C, T 1, and T 2 are calibrated resistance thermometers
for the helium sample cell and for the two liquid helium reservoirs,
respectively. Filling capillaries 1 and 2 lead to reservoirs R1 and R2,
and capillary 3 is thermally connected to the 1 K pot and still and
enters from the side and provides direct access to the helium sample
space for efficient initial filling of the cell.

in series between two Vycor (porous glass with interconnected
pores of diameter ≈7 nm) rods with bulk liquid reservoirs
on the top of each rod. The Vycor rods are 0.140 cm in
diameter, 7.620 cm in length, and the cylindrical surface
of the Vycor external to the reservoirs and the cylindrical
chamber that houses the solid helium is sealed with a thin
coating of Stycast 2850 FT epoxy. There is a small spot
of epoxy on the central axis of the Vycor rods at the end
inside the experimental cell [21,30]. This configuration allows
for the application of a chemical potential difference �μ

across the solid helium sample. The initial chemical potential
difference �μ0 can be imposed either by the application
of a pressure difference between the two reservoirs, e.g.,
by injection or withdrawal of atoms from one or both
reservoirs [20,21]), or by the utilization of the fountain effect
by the application of a temperature difference �T between the
two superfluid-filled reservoirs [23,25,29].

To introduce a liquid helium sample into the cylindrical
sample cell (V = 1.84 cm3) and ultimately reach the de-
sired pressure one can use a combination of a side-entry
direct-access capillary (labeled as 3, Fig. 1) and lines 1
and 2 and condense helium gas (ordinary well helium is
typically presumed to have nominal 0.3 ppm 3He impurity) to
the horizontal cylindrical space between the two in situ
pressure gauges, C1 and C2, at a constant temperature of
the sample cell. The capillary lines that enter the cell have an
inside diameter of 0.13 mm and a length of ≈1.52 m.

The growth of a solid helium sample is typically started
from the superfluid, so the first stage of the solid growth

procedure is similar to the creation of a liquid sample. After
approaching the melting curve the direct line (3 in Fig. 1)
is closed while helium injection through lines 1 and 2 is
continued. To increase the pressure in the sample cell above the
melting curve [23], we find that the sample cell temperature has
to be in the range 0.3–0.4 K. We find that it is very hard to cause
a sample to leave the melting curve when T < 0.3 K. After
the pressure has moved from the melting curve, further growth
of solid helium can be accomplished with the temperature at
selected values in the range 0.1 � T � 0.4 K. Usually the
desired pressure for a solid sample is reached after several
hours of growth. After such growth we allow the system to
stabilize for a few additional hours at T < 0.4 K. All of the
samples studied here were fresh grown and not annealed at
temperatures above the range of temperatures studied.

The pressure range accessible in the present experimental
configuration has an upper limit that is imposed by the need
to keep the liquid helium in the reservoirs in the superfluid
phase between the melting curve and the λ line on the P − T

phase diagram. There is a temperature gradient maintained
along each Vycor rod from the lower solid sample temperature
to the higher liquid helium reservoir temperature. This is to
ensure that the helium in the reservoirs does not solidify. Based
on these conditions, an approximate upper limit for the cell
pressure for the measurements reported here (as measured by
gauges C1 and C2) for the technique we use is ∼26.1 bar. Due
to the fountain effect,

�Pf =
∫ Tb

Ta

ρsdT , (2)

the pressures in the reservoirs, P 1 and P 2, are higher than
the in situ cell pressures measured by C1 and C2. During the
course of our measurements, C1 and C2 drifted slightly with
a similar mbar span of drift also seen for P 1 and P 2. These
small drifts resulted from changes in the liquid helium level
in the main 4.2 K liquid helium bath and are often present for
most samples studied in our apparatus. Their presence does
not influence the conclusions that we reach.

Once we have a sample of 4He in the cell, we use the
heater H1 (H2) to vary T 1 (T 2) to create chemical potential
differences between the reservoirs and then measure the
resulting changes [29] in the pressures P 1 and P 2 (and C1 and
C2). We take the derivative of P 1 − P 2 with respect to time,

F = d(P 1 − P 2)

dt
, (3)

and assume it to be proportional to the flux of atoms that
passes through the solid-filled cell to get from one reservoir
to the other, although it is the case that during mass flux some
atoms are added to the solid and increase its density [21]. We
study F as a function of T , P , and �μ, the chemical potential
difference between R1 and R2, where, as we have noted,
�μ = m4[

∫
(dP/ρ) − ∫

(sdT )]. We report �μ in units of
J/g. We will report our flux values in mbar/s, where a typical
value of 0.1 mbar/s corresponds to a mass flux through the
cell of ≈4.8 × 10−8 g/s. To utilize the fountain effect [29]
to induce a flow of atoms it is necessary, of course, to have
superfluid helium inside the Vycor rods [32–34].
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III. MASS FLOW THROUGH LIQUID HELIUM

A number of measurements have been carried out with
cell pressures below 24 bar with superfluid in the sample
cell to determine some of the characteristics of the apparatus
including flux limitations imposed by the Vycor. A discussion
of these diagnostic-type measurements made with no solid in
the cell is deferred to Appendix A.

IV. MASS FLOW THROUGH SOLID HELIUM

A. Determination of appropriate protocols

Once �T = |T 1 − T 2| is applied to create an initial finite
�μ0 one can document the kinetics of �P = P 1 − P 2, with
�μ decreasing and approaching zero with time t . An example
of this for a solid 4He sample is shown in Fig. 2 where the
general behavior of P 1 − P 2 is shown for a sequence of steps
in the reservoir R1 temperature T 1 and a fixed value of T 2.
This sample, as was the case for all samples in this report,
was grown from the melting curve by helium injection in the
temperature range 0.3 < T < 0.4 K.

For these measurements with solid 4He, primarily designed
to confirm the acceptable range of T 1 and T 2 temperatures, the
procedure was the following. With T 2 stable, the temperature
T 1 is raised in a stepwise manner with incremental steps of
�T = 10 mK, see Fig. 2(a) (green square data points). For
each temperature step a change of the pressure difference
P 1 − P 2 to a new stable state takes place [red circle data
points, Fig. 2(b)]. One can see by inspection that with solid
helium in the cell the flow rate eventually decreases as T 1
increases, likely due to the reduced superfluid component in the

FIG. 2. (Color online) Dependence of changes in pressures that
accompany changes in T 1 temperatures for a cell temperature T C =
233 mK. Changes in pressures P 1 and P 2 are seen, which result
from stepwise increases of T 1 in increments of 10 mK, with T 2
constant. Short dashed tilted lines each with the same constant slope
0.126 mbar/s are guides to the eye to help reveal the presence of
sequential changes in the slope of �P . These representative data
have been selected from a long sequence of similar data, and we have
started the time axis at zero for this portrayal.

FIG. 3. (Color online) Dependence of the maximum flow rate F

resulting from 10 mK changes in the reservoir temperature T 1 for
fixed T 2 with the pressure of the solid in the cell 26.11 ± 0.06 bar
(as measured by the gauges C1 and C2). Here T 1 is the resulting
temperature of reservoir R1 following each step of �T = 10 mK,
and F is the resulting maximum value of the flux observed for each
step in T 1. The data for T C = 233 mK are obtained from the data
for T C = 233 mK shown in Fig. 2.

upper region of the Vycor rod adjacent to the reservoir R1 (also
see Appendix A). We determine that to reliably measure flow
rates through solid helium the temperature of the liquid helium
reservoirs should not exceed ≈1.49 K. Measurements of the
sort shown in Fig. 2 were taken at several cell temperatures
T C. The resulting maximum flux values are shown in Fig. 3.
For the highest solid 4He sample temperature shown there
is no evidence (within the noise of the data points) of a
flow rate change with an increase in T 1 in the full range
studied. This means that F through a solid sample at high
temperatures, where the flow rate is slow enough [24], can
be measured with no risk of limitation by flow through the
Vycor rods up to at least T 1 = 1.54 K. But, for uniformity we
make all measurements under the same conditions (the same
range of T 1 and T 2, T i � 1.49 K for different solid helium
temperatures), unless otherwise noted.

B. Experimental approach, data, and characterizations

A number of flow measurements (without exceeding T i ≈
1.49 K) were carried out for solid samples in the temperature
range 180 < T < 545 mK. An example of data taken over a
range of solid 4He temperatures for data from the same sample
that was used for the data in the previous two figures is shown
in Fig. 4. To obtain these data we utilize a technique modified
from that described earlier. We simultaneously change both
reservoir temperatures, but in opposite directions [25]. To
accomplish this a baseline reservoir temperature is first
selected: T0, with T 1 = T 2 = T0. Then T 1 is decreased by
δT (we define δT to be a positive quantity) while T 2 is
increased by the same interval; �T = T 1 − T 2 = −2δT .
After chemical potential equilibrium is reached (e.g., see
Fig. 4), the values of T 1 and T 2 are interchanged so that
�T = T 1 − T 2 = +2δT . Each T i, Tj interchange results in
a swing of the difference between the reservoir temperatures
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FIG. 4. (Color online) Response of pressures P 1 and P 2 to the
application of sequential �T reversals (see text) with δT = 5 mK for
a sequence of solid helium temperatures, here 0.25 � T C � 0.55 K.
Use of heaters H1 and H2 results in changes in T 1 and T 2. The
resulting changes in P 1 and P 2 are best seen as P 1 − P 2, shown
here (b, red circles). The small drift in P 1 and P 2 of the sort seen here
is typical and variable and appears to have no significant influence on
P 1 − P 2. These data have been selected from a longer sequence of
similar data, and we have reset the time axis to zero for this portrayal.

of 4δT . With each switch in the value of T 1 − T 2 there is
a response of P 1 − P 2. For a given value of the temperature
difference between the two reservoirs this approach is expected
to create a smaller perturbation on the solid than would our
previous approach in which one T i was held fixed and the other
changed, i.e., the density of the solid sample is not so much
changed due to the so-called [27] “syringe effect” and it allows
us to obtain larger �μ0 values without exceeding the upper
Vycor temperature at which a measurable flow limitation is
encountered [25].

Next, we compare the change in �P vs time after
application of a positive �T = T 1 − T 2 for constant �T

values but for different solid helium temperatures T C. In
Fig. 5 one can see a substantial qualitative influence of the
temperature of the solid on the behavior of �P vs time for
different solid 4He temperatures: The higher the 4He solid
temperature the slower the relaxation. This agrees with earlier
observations [24], where above 100 mK the flux decreased
with an increase in the solid helium temperature.

The data shown in Fig. 5 is taken from the �T > 0 portion
of the data sets of the type seen in Fig. 4. Approximately similar
data can be found for the case of �T < 0. From such data we
proceed to document how the flow rate F depends on �μ.
To use the specific example of data already presented, data of
the sort shown in Fig. 5 are averaged for smoothing. n points
are averaged to make a single average point located at the
midpoint of the relevant interval. We move along the data set
and use this approach for sequential data points. Specifically,
three points are used for averages for the data at T = 272,
312, and 357 mK, nine points for the data at 418 and 480 mK,
and twelve points for the 545 mK data. The smoothed data are

FIG. 5. (Color online) Behavior of the pressure difference �P

after applying a positive �T (δT = 5 mK) between the two liquid
helium reservoirs at different solid helium temperatures. These data
are extracted from data sets like that shown in Fig. 4 with P 1 − P 2
increasing. The temperatures shown are the cell temperatures T C.
Similar behavior is present for P 1 − P 2 decreasing.

then differentiated according to Eq. (3) by use of a three-point
algorithm (Origin software), and �μ is calculated according
to Eq. (1) using tabulated published values for the density [35]
and entropy [36]. The result for F vs �μ is shown in Fig. 6
for different solid helium temperatures and for δT = 5 mK.

A power law is chosen as a good candidate to characterize
these data [25]. A comparison of a power law vs an exponential
shows that the power law gives smaller residuals for most of
the data sets (although for the lowest temperature data the
two different fits produce roughly the same goodness of fit).
Thus a power law (with two parameters as opposed to three
parameters for the exponential) has been chosen to fit all the

FIG. 6. (Color online) The flow rate F vs �μ after application of
�T > 0 between the two liquid helium reservoirs for different solid
helium temperatures determined from the data shown in Fig. 5. Solid
lines here are fits to the data by F = a(�μ)b.
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FIG. 7. (Color online) Temperature dependence of the fit param-
eters a and b for three solid 4He samples each with different cell
pressure. Lines are guides to the eye.

data sets,

F = a(�μ)b, (4)

where a and b are fit parameters. As will be discussed
later, this functional dependence (with b < 0.5) is consistent
with the nonlinear behavior expected for a Luttinger liquid.
The temperature dependence of these parameters for three
samples at different pressures (as determined by the in situ
pressure gauges C1 and C2) is shown in Fig. 7. Parameter a

decreases monotonically with increasing temperature, while
b is independent of temperature within our error bars; both
depend on pressure. The dependence of the parameter b on
the distance of the pressure of the solid in the cell from the
melting curve pressure, denoted as �P = P − Pmc, (Fig. 8) is
characterized reasonably by a linear fit, b = α + β(P − Pmc),
with α = 0.19 ± 0.02,β = 0.21 ± 0.07.

FIG. 8. (Color online) Pressure dependence of the fit parameter b

determined for samples with six different solid 4He sample pressures;
Pmc = 25.34 bar. The line is a linear fit (see text).

FIG. 9. (Color online) Temperature dependence of the mass flow
F through solid helium for different fixed �μ values at a cell pressure
of 26.11 ±0.1 bar. Solid lines are the result of fits to Eq. (5) with
B/A = 1.21 and E = 117 ± 2,117 ± 2 and 112 ± 4 mK for �μ =
5,3 and 1 mJ/g, respectively. Dashed lines are the result of an alternate
fit described in the text.

The temperature dependence of F is plotted in Fig. 9
for three different fixed �μ values and fixed pressure for a
single sample. The flow extrapolates to values too low to be
measurable at a characteristic temperature, Th ∼ 630 mK. A
fit of these data sets and others to the functional form

F = A − B exp(−E/T ), (5)

where A,B, and E are fit parameters, results in reasonable fits
for B/A = 1.21 ± 0.06, with an average value E = 0.12 ±
0.02 K for the pressure range we have studied. The dependence
of a on pressure seen in Fig. 7 suggests that E likely has
a pressure dependence, and we will explore this further in
future work. We find that F = F ∗

0 [1 − 1.21 exp(−E/T )] can
be applied to individual data sets, with the interpretation that
F ∗

0 should in each such case be proportional to the number
of conducting pathways between the Vycor rods. We have
determined that the temperature dependence is a universal
function of temperature with F ∗

0 dependent on the particular
sample, its history [22], and the E(P ) dependence mentioned
above.

The functional form of this temperature dependence used
here, Eq. (5), is an improvement over that which we used
earlier to characterize data of this type [25], F = −z ln(T/τ ).
The present dependence is better motivated physically and it
results in a better goodness of fit. The present functional form
suggests the possibility that a thermally activated process exists
that degrades the flux with increasing efficiency according
to ∼ exp(−E/T ). For example, thermally activated jogs or
kinks [37] (roughness) on dislocation cores would introduce
disorder and phase slips would result and reduce the flux.

Were there to be a perfectly thermally activated process
at work over the entire relevant temperature range, we might
expect that the functional dependence would instead be F =
G exp(−H/T ). A fit of this dependence to the data shown
in Fig. 9 results in the dashed lines shown and the conclusion
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that G exp(−H/T ) (where the best fit parameter H ≈ 0.96 K)
does not represent the data well.

V. DISCUSSION

To understand the nature of the mass flow through solid
helium it is useful to consider different possible scenarios.
Generally speaking, the conducting pathways could be three-,
two-, or one-dimensional. For the case of three-dimensional
paths bulk transport might take place through the entire volume
of the solid. One can also consider bulk liquid channels, which
can form between solid helium and sample cell walls or along
contact between two grain boundaries of helium polycrystals
and the sample cell wall [26]. For the case of 2D paths one can
consider grain boundaries which have been predicted to be su-
perfluid [38]. Finally, to discuss one-dimensional conducting
paths we consider the predicted superfluid cores of screw [39]
or edge dislocations [27]. Three-dimensional liquid channels
could also become one-dimensional channels if they became
narrow enough. Such behavior would involve a transition from
three-dimensional to one-dimensional behavior as a function
of pressure.

It is known that for a bulk superfluid mass flow F,
no measurable chemical potential difference develops until
dissipation appears at higher flow rates [40]. The rapidly rising
dissipative behavior with increasing flux becomes measurable
and results in what is often referred to as a “critical velocity.”
This approach to the dissipative regime in a superfluid system
has at times been explored by study of the flow velocity
associated with pressure gradients of various sorts [41–43]
under quasi-isothermal conditions. As we have pointed out
previously [25], interchange of the axes on figures like Fig. 6
provide a representation that is reminiscent of such studies.

An apparent critical flow (or behavior close to that) was
observed for solid helium on the melting curve for 3D paths
along grain boundaries for helium polycrystals in contact with
the sample cell wall [26]. Such paths are predicted [26] to have
a cross-sectional area that depends rather strongly on pressure.
In our typical pressure range of 0.2 � P − Pmc � 0.8 bar for
the solid in the cell, the predicted cross-sectional area, 	 of
such paths is 760 � 	 � 50 nm2, which would correspond to
cylindrical tubes with effective diameter D, 31 � D � 8 nm.
We are not aware of superfluid flow measurements in channels
in this diameter range, but torsional oscillator measurements
have been used to study the superfluid density in channels
with diameters in the range 4.7 � D � 1.5 nm [44,45]. These
studies of the temperature dependence of the superfluid density
have been interpreted to show a transition to 1D-like behavior
only in the vicinity of channel diameters of ≈1.8 nm. It is
also the case that the flux values we measure as a function
of temperature (for nominal 300 ppb 3He impurity) drop very
abruptly near 75–80 mK (and typically partially recover for
lower temperatures) [22–24], a behavior not seen for flow in
bulklike liquid-filled channels [46], or for flow in Vycor [47].
The temperature dependence of the flux we observe is different
and would appear to rule out small-diameter macroscopic 3D
paths as candidates for the mass flow observed in our present
experiments.

It is worth noting here that at the pressures of our
experiments, � 26.1 bar, this temperature of 75–80 mK is
not far from the predicted phase separation temperature T S

P

of solid mixtures of 300 ppb concentration χ . At 26 bar
we use Eq. (6) to calculate [48,49] this temperature to be
T S

P = 62 mK,

T s
p = [(0.80)(1 − 2χ ) + 0.14]/ ln(1/χ − 1), (6)

but Eq. (6) properly applies to solid-solid phase separation
and at our pressures, if the 3He separates we expect that it
will be a liquid. When we take this into account we find that
the temperature of the abrupt drop in the flux we document
on cooling remains above the predicted homogeneous phase
separation temperature [22]. Our on-going work involves other
concentrations so we can explore more fully, among other
things, how this abrupt drop in flux depends on concentration.
Our initial observations indicate that as the concentration
increases so does the temperature at which the abrupt drop in
flux takes place [22], but it remains above the predicted bulk
phase separation temperature. There is limited experimental
data in the literature on solid phase separation in our exper-
imental regime [50]. Work by Edwards et al. [51] indicates
deviations from T 3 behavior in the specific heat for T > T s

p

that suggests local 3He concentration fluctuations [52], which
may be relevant.

With regard to 2D paths it was shown that a decrease in
the superfluid film thickness leads to dissipative behavior that
is a rapidly increasing function of decreasing film thickness,
with dissipation becoming readily measurable [53] once the
thickness falls below a nominal value of ∼12 atomic layers.
The temperature dependence of the superfluid density and
dissipation for 2D helium films obeys the Kosterlitz-Thouless
(KT) prediction [54]. Our flux measurements do not have the
KT temperature dependence, which apparently rules out two
dimensional liquidlike flows.

Solid helium typically has a rather large (sample depen-
dent) number of dislocations. Some of the first evidence
for this in solid helium was obtained from sound velocity
experiments [55]. A variety of experimental and theoretical
studies of dislocations in solid helium have revealed a number
of their properties. One of the first theoretical predictions
of the possibility of superfluidity along the cores of edge
dislocations was that proposed by Shevchenko [56]. Recent
experimental thermodynamic studies of solid helium (precise
pressure measurements) [57] observed an additional pres-
sure P ∼ T 2 contribution, which at T < 0.35 K exceeds
the phonon contribution. This P ∼ T 2 contribution could be
due to either a glass state or due to dislocations. Supposing
dislocations, the dislocation density required to describe this
additional pressure was estimated [58] to be N ∼ 1012 cm−2;
recent work suggests a much smaller number [59].

Recent quantum Monte-Carlo (QMC) simulations have
shown that liquid helium in a confined 1D geometry can
be an example of a Luttinger liquid [60,61]. The Luttinger
liquid theory was developed many years ago for Fermi
systems [62,63]. Based on the structure of long-distance
correlations of a spinless fluid, Haldane [64] showed the
essential similarity of one-dimensional Bose and Fermi fluids.
Boninsegni et al. [39], also using QMC simulations, have
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FIG. 10. (Color online) Pressure dependence of the Luttinger
parameter g in terms of the distance from the melting curve presuming
that g = [(1/p) + 1]/2, with p = b; again here, Pmc = 25.34 bar.

predicted that superfluid cores of screw dislocations in solid
helium could behave as a Bosonic Luttinger liquid. For
Luttinger-like behavior the chemical potential difference �μ

will cause some kind of flow (e.g., electrical current, spin, or
mass flow) for which the current I is a nonlinear function of
the applied chemical potential difference I ∼ (�μ)p, where
the exponent p is related to the Luttinger parameter g.

For our case, �μ applied between the tops of the Vycor rods
causes a mass flow of 4He atoms F through the solid helium
with the result that F = a(�μ)b, where b is temperature
independent but depends on pressure (see Sec. IV). We have
taken care to ensure that the flow limitation is not due to
the liquid in the Vycor (see Appendix A), but instead is
due to the presence of the solid in our cell. In the Luttinger
liquid model in the quantum regime where the impedance
is caused by impurities, the exponent is expected to be
given by p = 1/(2g − 1), where the Luttinger parameter g is
independent of temperature [65]. Assuming this relationship,
the Luttinger parameter is determined from our measurements
of b to be as shown in Fig. 10. The Luttinger parameter g is
seen to decrease with increasing pressure as would be expected
as the system moves toward an insulating state. Based on the
analysis above one can conclude that if mass flow through
solid helium is provided by 1D defects, e.g., superfluid cores
of edge dislocations, a Luttinger liquid model seems relevant.
For a single conduction channel with Luttinger liquid behavior,
one expects such behavior for kBT /� � J , where J is the flux
in atoms/s. For our work, e.g., at T ∼ 0.2 K, with �μ ≈ 0.01
J/g, we have a flux of J ∼ 7 × 1015 atoms/s. T ∼ 0.2 K results
in kBT /� = 2.6 × 1010. This indicates that for Luttinger liquid
behavior to be relevant to our results, the effective number of
connected conducting channels that carry flux (and thus span
the sample, Vycor to Vycor), N , should be � 2.8 × 105, a
number not unlike a density reported recently in dislocation
studies [59].

To understand the temperature dependence of the mass
flow, Fig. 9, we can consider two different possibilities:

(1) The conductivity of each of the presumed conducting paths
is temperature dependent or (2) the number of conducting paths
present is temperature dependent; or both may be present. At
present we doubt that the interfaces at the Vycor openings
are the origin of the temperature dependence. With regard
to the first mechanism, ρS for a Luttinger liquid is predicted
to depend on temperature [66]. Speaking microscopically in
this context, increasing the temperature should also increase
the density of jogs and or kinks along a dislocation core.
This will increase the disorder, at least at lower temperatures.
Indeed, the functional dependence found [22], Eq. (5), is
consistent with this picture and suggests some thermally
activation process may be relevant, but perhaps only at the
lower temperatures. In this context, it is perhaps of interest to
note that the temperature dependence of the superfluid density
deduced from torsional oscillator measurements for helium
in microscopic channels [44] has an interesting transition
as a function of channel diameter. In particular, for the
1.8 nm case the temperature dependence of the superfluid
density [44] can be reasonably well fit by Eq. (5), with
E ∼ 0.4 K.

Concerning the second mechanism, if we presume that
superflux along edge dislocations is the cause of the flow,
we need to consider the temperature dependence of the
mobility of edge dislocations first discussed theoretically by
Granato and Lucke [67] and confirmed in shear modulus
experiments [68] in solid 4He. A rising mobility of edge
dislocations with increasing temperature decreases the number
of their intersections, which in turn decreases the percolation
of the whole dislocation net and can be expected to reduce the
observed mass flow.

We should note here that typically if the solid 4He is warmed
to T > 630 mK, on subsequent cooling no flux recovery or
recovery to smaller flux values takes place unless atoms are
subsequently added or withdrawn from the sample cell with a
corresponding change in the cell pressure and helium density.
One can perhaps assume that the addition or withdrawal of
helium (density of the solid helium sample increasing or
decreasing) leads to the addition of new dislocations (or a
redistribution of dislocations) in the solid and the formation of
new intersections which allow the percolation and thus allow
the flow through the solid.

An alternative mechanism to consider is plastic flow. There
are three main mechanisms of plastic flow or plastic deforma-
tion: (1) Diffusion: The diffusion mechanism is realized by
moving vacancies and is characteristic of high temperatures.
This means that rising temperature should lead to larger flow
rates. We can exclude the diffusion mechanism because of our
F (T ) dependence (see Fig. 9). (2) Dislocations: This is due
to the gliding of dislocations and is not thermally activated.
Gliding of dislocations should not stop as the temperature
is increased. The gliding could stop during cooling due to
dislocation pinning. We believe that we can exclude this
dislocation mechanism because our flux ceases above 630 mK.
(3) Gliding along grain boundaries: This is more complicated
because in solid helium it seems that grain boundaries can
be superfluid [38]. Looking at our F (T ) dependence (and
the absence of flow at high temperatures), the only gliding
present could be gliding along superfluid grain boundaries
(gliding along normal grain boundaries cannot be suppressed
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by temperature). But, we doubt that the one-dimensional-like
dependence of flux on chemical potential we have observed
would be present for gliding.

Another alternative mechanism that might be considered
is the crystallization and melting of solid helium at alternate
interfaces where the solid helium meets the Vycor. We do not
believe this is the case due to the behavior found when crossing
the vicinity of 630 mK previously mentioned. In addition, we
doubt that this behavior would demonstrate the reversible flux
collapse that we have previously documented [23,24] in the
vicinity of 75 mK (for the nominal purity) and more recently
at higher temperatures [22] for higher 3He concentrations. We
believe that the evidence points most strongly to superfluidlike
transport along dislocation cores as the likely cause of the flux
that we observe.

VI. CONCLUSIONS

We have studied the flux of helium through a solid-filled
cell as a function of temperature with a focus on temperatures
above 180 mK. We find that the flux is a nonlinear function
of the applied chemical potential. This is reminiscent of the
behavior of a Luttinger liquid, which causes us to believe that
whatever carries the flux through the solid-filled cell behaves
like a bosonic Luttinger liquid. The nonlinear exponent is a
function of pressure, and the deduced Luttinger parameter
decreases with an increase in pressure. The flux at constant
chemical potential decreases as a function of increasing
temperature in a manner that suggests that some process of
thermally activated disorder is present. A candidate for the
flux conduit that is consistent with these characteristics is the
cores of edge dislocations in the solid.
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APPENDIX A: MASS FLOW THROUGH LIQUID
HELIUM-FILLED CELL

In previous work with this technique a flow limitation
introduced by the Vycor rods was seen when the liquid helium
reservoirs had too high a temperature [24,25], even when
below the λ temperature for Vycor. Thus, it is necessary to
re-establish for the present paper what the highest T 1 and T 2
values are that we can use to avoid this limitation and to study
the flow through solid helium without a significant influence
due to the Vycor rods. It is also important to determine if there
are limitations on the response rate of the measured pressures
and temperatures as a result of the application of temperature
changes due to the heaters that induce the flow of helium to
and from the reservoirs.

Once �T = |T 1 − T 2| is applied to create an initial finite
�μ0 one can document the kinetics of �P = P 1 − P 2, with
�μ decreasing and approaching zero with time t as was done

FIG. 11. (Color online) Response of pressures P 1 and P 2 to the
application of several steps in �T for the case of liquid helium in the
experimental cell at 23.2 bar and a cell temperature of T = 105 mK.
Use of heater H1 with H2 fixed results in changes to T 1 (≈10 mK
each) with T 2 fixed. The resulting �T and changes in P 1 and P 2 are
shown and best seen as �P = P 1 − P 2. Note that when the reservoir
temperatures exceed ≈1.50 K the response of P 1 and P 2 slows as
shown by the decrease in d�p/dt above 1.5 K (lines of equal constant
slope, 0.150 mbar/sec, are shown as guides to the eye); i.e., the flux
is limited by the Vycor. As with an earlier figure, these representative
data have been selected from a long sequence of similar data, and we
have reset the time axis to zero for this portrayal.

FIG. 12. (Color online) Maximum flux (calculated from the data
shown in the previous figure) following the application of a tem-
perature step �T ≈ 10 mK for the case of liquid helium in the
experimental cell at 23.2 bar for T = 105 mK. Also shown for
comparison are the data for the case of solid helium in the cell (from
Fig. 3). Use of heater H1 or H2 results in changes to T 1 and T 2. In
each case T i is changed with Tj fixed at 1.462 K. The time resolution
of our data limits our ability to accurately measure the flux to about 0.4
mbar/sec. For the T 1 and T 2 values used in our paper, the resulting
values for the solid-limited flux fall well below the values achieved
when only superfluid 4He is in the cell.
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FIG. 13. (Color online) Response of pressures P 1 and P 2 to the
application of a temperature step �T for the case of liquid helium
in the experimental cell at 22.0 bar and T = 450 mK. Use of heater
H1 and H2 results in changes to T 1 and T 2. The resulting �T and
changes in P 1 and P 2 are shown as is �P = P 1 − P 2. Lines through
the data for �T and �P on this and the next figure are guides to the
eye.

for the situation with solid 4He in the sample cell. This behav-
ior, �P (t), is shown in Fig. 11 for a sequence of T 1 increases
of 10 mK applied for the case when the sample cell is filled
with liquid 4He with T 2 fixed at 1.462 K. For this case, when
the reservoir temperature T 1 exceeds ≈1.50 K the response of
the pressures P 1 and P 2 changes and becomes limited, and the
limitation increases with increasing T 1. Thus, the apparatus
places an upper limit on the flow rates when the reservoir tem-
perature exceeds 1.50 K (with liquid in the cell). As we have
noted, this is likely the result of the limitation on ρs in the Vycor
at these elevated reservoir temperatures. Thus, to be cautions
we keep the upper ends of the Vycor no warmer than 1.49 K.

The use of Eq. (3) gives us a measure of the flow rate
of 4He through the sample cell expressed in the units of
mbar/s. With liquid helium in the apparatus, flows as high
as ≈ 0.4 mbar/s are observed. But, as shown in Fig. 12 the
Vycor does impose a limitation on the flux and this depends
on which specific reservoir heater is employed. Typically we
ensure that the reservoir temperatures are below 1.49 K during
our measurements of the flux with solid in the cell. Flux
values with solid helium in the experimental cell typically
fall below 0.15 mbar/s, and we are thus confident that the flux
measurements we report are dominated by limitations imposed
by the solid-filled cell, not by the conductivity of the Vycor.

In addition to the effect of the reservoir temperatures on
the flow, it is important to explore what the influence of the
rate of change of the temperature might have on the response
of the pressures. To study this, we use a technique that was
described more fully earlier in this paper when we used it

FIG. 14. (Color online) Response of pressures P 1 and P 2 to the
application of a temperature step �T for the case of liquid helium in
the experimental cell at 22.0 bar and T = 450 mK. Use of heater H1
and H2, in this case, results in changes to T 1 and T 2, which here are
the reverse of those shown in the previous figure. The resulting �T

and changes in P 1 and P 2 are shown as is �P = P 1 − P 2.

for our measurements with solid in the cell. But, in short,
rather than increase one T i while keeping the other fixed,
we increase T i and at the same time decrease Tj by the same
amount. For reservoir temperatures that are well below 1.50 K,
as shown in Fig. 13, the responses of P 1 and P 2 to an increase
in T 1 and a decrease in T 2 is prompt (within the resolution of
our data collection rate). But as shown in Fig. 14 the response
of P 1 and P 2 to a increase in T 2 and a decrease in T 1 is not as
prompt. The reservoir(s) heat rapidly, but R1 cools a bit more
slowly apparently due to a conduction path to the refrigeration
that has slightly more thermal impedance.

APPENDIX B: EFFECT OF TEMPERATURE
TRAJECTORIES ABOVE Th

When the temperature of solid helium rises above T = Th,
the flow ceases and after cooling [21] does not recover to
the original flux (or more often does not recover at all)
unless the solid is manipulated by the addition or removal
of atoms from the cell. After decreasing the temperature to
∼100–300 mK flow can typically be recovered by helium
addition (withdrawal) through the two Vycor rods, which
leads to a pressure increase (decrease) in the cell. Presumably
these pressure changes alter the disorder present in the
solid. The mechanism for this density change in the solid
helium was proposed in Ref. [27], and was termed isochoric
compressibility (or the “syringe effect”), and is based on
the so-called “superclimb” of edge dislocations. A separate
publication will be devoted to an experimental study of this
so-called isochoric compressibility.
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